
Vol.:(0123456789)1 3

Journal of Biomolecular NMR (2022) 76:167–183 
https://doi.org/10.1007/s10858-022-00403-2

ARTICLE

Optimizing frequency sampling in CEST experiments

Nicolas Bolik‑Coulon1,2,3   · D. Flemming Hansen4   · Lewis E. Kay1,2,3,5 

Received: 11 May 2022 / Accepted: 2 September 2022 / Published online: 4 October 2022 
© The Author(s), under exclusive licence to Springer Nature B.V. 2022

Abstract
For the past decade chemical exchange saturation transfer (CEST) experiments have been successfully applied to study 
exchange processes in biomolecules involving sparsely populated, transiently formed conformers. Initial implementations 
focused on extensive sampling of the CEST frequency domain, requiring significant measurement times. Here we show that 
the lengthy sampling schemes often used are not optimal and that reduced frequency sampling schedules can be developed 
without a priori knowledge of the exchange parameters, that only depend on the chosen B1 field, and, to a lesser extent, on 
the intrinsic transverse relaxation rates of ground state spins. The reduced sampling approach described here can be used 
synergistically with other methods for reducing measurement times such as those that excite multiple frequencies in the CEST 
dimension simultaneously, or make use of non-uniform sampling of indirectly detected time domains, to further decrease 
measurement times. The proposed approach is validated by analysis of simulated and experimental datasets.

Keywords  Chemical exchange saturation transfer · Frequency domain sampling · Fourier transform · Protein dynamics · 
Invisible protein states

Introduction

Biomolecules are inherently dynamic and the plethora of 
conformational states that they span can be critical for their 
function (Karplus and Kuriyan 2005; Boehr et al. 2006; 
Henzler-Wildman and Kern 2007; Kimsey et  al. 2018; 
Alderson and Kay 2021). Over the past several decades a 

variety of different NMR spin relaxation experiments have 
been developed that allow site-specific dynamics informa-
tion to be obtained on biomolecules of different sizes and 
over a range of different timescales (Mittermaier and Kay 
2006; Anthis and Clore 2015), informing on the energy land-
scapes of the molecules of interest. In particular, experi-
ments for “observing” invisible states of molecules, so-
called conformationally excited states, provide kinetic and 
thermodynamic parameters of structural transitions from the 
ground, highly populated state to other, less populated states 
on the energy landscape (Korzhnev et al. 2004; Palmer et al. 
2005), while in some cases also generating detailed struc-
tural information on these low populated conformations that 
is not available from other biophysical methods (Vallurupalli 
et al. 2008; Korzhnev et al. 2010; Bouvignies et al. 2011; 
Neudecker et al. 2012; Stiller et al. 2022).

Included in the list of NMR experiments for studies of 
sparsely formed, transiently populated conformers is chem-
ical exchange saturation transfer (CEST), the physics of 
which was originally described by Forsén and Hoffman 
(Forsén and Hoffman 1963), with subsequent important 
applications in the field of NMR imaging (Ward et al. 2000; 
van Zijl and Yadav 2011). Details of these experiments for 
studies of invisible states can be found in a review by Val-
lurupalli and coworkers (Vallurupalli et al. 2017). Briefly, 
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a weak magnetic field (generally between 5 and 50 Hz) 
is applied over a range of frequencies, typically one at a 
time, in “search” of the resonance positions of spins in the 
invisible state. When the frequency of the field coincides 
with the position of one such spin, the perturbation to its 
magnetization is transferred via conformational exchange 
to the corresponding spin in the ground state, decreasing 
its signal intensity. A plot of the intensity of the observ-
able ground state signal as a function of the position of the 
weak magnetic field yields a CEST profile consisting of a 
pair of dips for each spin in a two-site exchanging system, 
corresponding to the resonance positions of the spin in the 
major and minor conformers. Fits of a model of chemical 
exchange to the CEST profiles then yields the kinetics and 
thermodynamics of the interconversion process, as well as 
the chemical shifts of spins in the excited state (Valluru-
palli et al. 2012).

As described above, a weak B1 field is necessary to sam-
ple the frequency range in which the resonance positions of 
spins in the excited state are expected to be found. Because 
the sampling is, of necessity, discrete, the question of what 
the frequency spacing should be naturally emerges. This is 
of considerable practical utility as the measurement time 
scales linearly with the number of frequency values, much as 
the measurement time in a conventional multi-dimensional 
NMR experiment increases in proportion to the number of 
indirectly detected points. Typically, sampling steps are 
set to approximately the magnitude of the B1 field in Hz 
(Vallurupalli et al. 2017, 2012), but this can lead to a large 
number of points, particularly for applications performed 
at high static magnetic fields. For instance, for a B1 field 
of 15 Hz, a carbon-13 CEST experiment covering 5 kHz 
(i.e. 20 ppm on a 1 GHz NMR spectrometer) would require 
330 points. The vast majority of these only contribute to 
the profile baseline, providing very little information about 
the exchange process. This issue has been recognized previ-
ously, and a number of approaches have been designed to 
minimize the number of sampled frequency points. These 
include multiple-frequency excitation techniques whereby 
several frequencies are excited simultaneously by using a 
B1 field comprised of a set of cosine pulses (Leninger et al. 
2018; Yuwen et al. 2018a), referred to as MF-CEST or 
cos-CEST or, alternatively, by applying a large number of 
very short, equally spaced DANTE-pulses (Bodenhausen 
et al. 1976) in the time domain (D-CEST) (Yuwen et al. 
2018b). Both sets of related experiments lead to significant 
savings in measurement time because only the frequency 
region between successive excitation points generated via 
the cosine or DANTE-schemes must be sampled. Thus, for 
a spacing between DANTE pulses in the time domain of 
τD, a frequency range of 1/τD (typically several hundreds of 
Hz) must be surveyed rather than potentially several kHz. 
Experimental measurement times can also be shortened by 

focusing on the “non-CEST” dimensions in multi-dimen-
sional NMR experiments, where the use of non-uniform 
sampling (NUS) schemes (Hyberts et al. 2007; Orekhov 
and Jaravine 2011) have been shown to introduce minimal 
artifacts when applied to CEST experiments while lead-
ing to order of magnitude decreases in measurement times 
(Long et al. 2015; Jameson et al. 2019). A third approach 
in which the CEST profile is experimentally sampled by 
two-fold fewer points and then subsequent extended using 
a procedure involving inverse Fourier-transformation of the 
CEST frequency domain, linear prediction of the resulting 
time domain, followed by Fourier-transformation to regen-
erate a frequency profile has also been proposed (Carneiro 
et al. 2015).

Herein we examine what an “optimal” sampling profile 
in the CEST frequency domain might be to achieve signifi-
cant decreases in measurement time without the introduc-
tion of artifacts. Such a sampling scheme could then be used 
in concert with other time-saving approaches such MF-/
cos- or D-CEST, or with NUS schemes for sampling of 
indirect detection dimensions, to further reduce experimen-
tal times. By calculating linewidths (Full-Width-at-Half-
Height) of major and minor dips in CEST profiles over a 
broad range of exchange parameters we developed a sim-
ple relation between frequency sampling and the strength 
of the B1 field ( �1

2�
 ) that does not require a priori knowl-

edge of the exchange parameters. The sampling schemes 
that emerge from our analysis have been validated using 
both simulated and experimental CEST and D-CEST data, 
and the extracted chemical shifts, kinetics, and relaxation 
parameters from analysis of 15N datasets are in good agree-
ment with those obtained from conventional sampling 
approaches. Significant savings in time are realized, typi-
cally a factor of two or more, that increase as the weak B1 
field strength decreases.

Materials and methods

Protein production, purification, and sample 
preparation

The A39G FF domain from HYPA/FBP11 was overex-
pressed in E.coli BL21(DE3) cells transformed with a 
pET-29b plasmid containing the A39G FF gene. Cells were 
grown in M9 media containing 1 g/L 15NH4Cl as the sole 
nitrogen source and the protein was purified using a two-step 
protocol consisting of both cation exchange and size-exclu-
sion chromatography, as described previously (Vallurupalli 
et al. 2009). The purified protein was concentrated to 2 mM 
in 50 mM sodium acetate (pH 5.7), 100 mM NaCl, 2 mM 
EDTA, 2 mM NaN3 and 2.5% D2O.
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NMR spectroscopy

NMR experiments were performed using a 600 MHz Bruker 
Avance III HD spectrometer equipped with a triple resonance 
cryoprobe with x,y,z pulsed field gradients. CEST and D-CEST 
datasets were recorded (at 2 °C) using previously published 
pulse sequences described by (Vallurupalli et al. 2012) and 
(Yuwen et al. 2018b), respectively. Spectral widths of 1650 Hz 
and {700 Hz, 800 Hz} were used in CEST and D-CEST 
experiments, respectively, along with weak B1 fields of 15 Hz 
(D-CEST, CEST) or 30 Hz (CEST). In D-CEST experiments 
the DANTE pulses were applied with a 1.6 kHz field.

All spectra were acquired with 51 complex points in the 
15N-dimension and a spectral width of 24 ppm, for an acqui-
sition time of approximately 35 ms in the indirect dimen-
sion. The number of frequency points in the CEST dimen-
sion of each experiment (N) was calculated as described 
in the main text for the reduced sampling approach; for 
standard sampling a spacing corresponding to the strength 
of the weak B1 field was used. Values of N are listed in 
Table 1. The 15N weak B1 field was calibrated using the 
nutation method of (Guenneugues et al. 1999). Although 
the B1 field values used are listed as 15 Hz and 30 Hz for 
simplicity, the calibrated values were 16.6 Hz and 32.3 Hz 
(CEST) and 16.5 Hz (D-CEST).

Data analysis

NMR data were processed in NMRPipe (Delaglio et al. 1995) 
and visualized in NMRFAM-SPARKY (Lee et al. 2015) for peak 
picking. Peak intensities and chemical shifts for the ground state 
were obtained using Peakipy (https://​github.​com/j-​brady/​peaki​

py) and subsequently used for analysis in Chemex (https://​github.​
com/​gbouv​ignies/​ChemEx) assuming a two-state exchange 
model. Analyses in Chemex were performed in two stages: an 
initial iteration where all residues showing a distinct minor dip 
were analyzed together to obtain values of the population of the 
minor state, pE , and the exchange rate constant, kex , and a second 
iteration where all residues were included with pE and kex fixed 
to the value obtained in the first step. The initial iteration was 
performed with 24 residues for the CEST experiment with a B1 
field strength of 15 Hz (13, 22, 26, 28, 29, 33, 37, 38, 41, 42, 43, 
45, 49, 50, 52, 53, 54, 55, 56, 59, 63, 66, 67, 68), 13 residues for 
the CEST experiment with a B1 field strength of 30 Hz (26, 28, 
29, 33, 37, 41, 42, 43, 50, 52, 55, 59, 67) and 24 residues for the 
D-CEST experiment (13, 22, 26, 28, 29, 33, 37, 38, 41, 42, 44, 
45, 50, 52, 53, 54, 55, 56, 59, 60, 64, 66, 67, 69).

Simulation of CEST profiles

CEST profiles were computed numerically by solving the set 
of coupled differential equations

where

and ��⃗M(0) =
(
0 0 pG 0 0 pE

)T (McConnell 1958; Val-
lurupalli et al. 2017). In Eq. 2a, b T is the transpose operator, 
R2,i and R1,i are transverse and longitudinal relaxation rates of 
an exchanging spin in state i, kij is the exchange rate from state 
i to state j, �i − �rf  is the offset of the weak B1 field from the 

(1)
d

dt
M⃗(t) = −L̂M⃗(t)

(2a)
���⃗M(t) =

(
Mx,G(t) My,G(t) Mz,G(t) Mx,E(t) My,E(t) Mz,E(t)

)T

(2b)L̂ =

⎛
⎜⎜⎜⎜⎜⎜⎝

R2,G + kGE �G − �rf 0 −kEG 0 0

−�G + �rf R2,G + kGE �1 0 −kEG 0

0 −�1 R1,G + kGE 0 0 −kEG
−kGE 0 0 R2,E + kEG �E − �rf 0

0 −kGE 0 −�E + �rf R2,E + kEG �1

0 0 −kGE 0 −�1 R1,E + kEG

⎞⎟⎟⎟⎟⎟⎟⎠

Table 1   Values of the number of CEST points (N), total experimental time, and extracted exchange parameters obtained from a global analysis 
of experimental CEST profiles. N does not include the reference plane (1 for CEST, 2 for D-CEST). Errors are obtained from Chemex fits

CEST, �1

2�
 = 15 Hz CEST, �1

2�
  = 30 Hz D-CEST, �1

2�
 = 15 Hz

Standard Reduced Standard Reduced Standard Reduced

N 111 38 56 24 52 19
Time (hours) 29.3 10.2 10.9 6.6 16.1 6.3
pE(%) 1.30 ± 0.01 1.33 ± 0.02 0.98 ± 0.01 1.04 ± 0.02 1.29 ± 0.02 1.30 ± 0.03
kex(s−1) 97 ± 2 90 ± 4 164 ± 6 144 ± 8 100 ± 3 100 ± 5

https://github.com/j-brady/peakipy
https://github.com/j-brady/peakipy
https://github.com/gbouvignies/ChemEx
https://github.com/gbouvignies/ChemEx
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resonance position of a spin in state i, and �1 is the B1 field 
strength in rad/s. In order to evolve the magnetization, the 
Liouvillian, L̂ , was first diagonalized and any resulting eigen-
value with an imaginary part larger than 10– 3 was multiplied 
by 109, effectively eliminating any frequency evolution of the 

spin system. This has the effect of ‘smoothing’ the resulting 
CEST profile, as would occur experimentally in the presence 
of radio-frequency field inhomogeneity. CEST profiles were 
subsequently generated by evolving the spin system using the 
modified diagonal elements of L̂ to generate Mz,G(Tex)

Mz,G(0)
 vs �rf  , 
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where Tex is the exchange time in the CEST experiment. 
Linewidths of the dips in the CEST profiles were obtained by 
first inverting each profile so that the baseline is at zero (as in 
a “normal” spectrum), as shown in Fig. 1a (left), and subse-
quently using the signal.peak_widths function from the Scipy 
Python library (SciPy 1.0 Contributors et al. 2020). First, 
peaks are defined using the signal.find_peaks function (SciPy 
1.0 Contributors et al. 2020) which detects peak maxima 
based on values of adjacent points: a peak is defined at a par-
ticular point only if the two adjacent points have lower intensi-
ties. In simulations where noise is not included this procedure 
works well; in cases where noise is present it is possible to set 
a threshold below which peaks are not defined. Then, an 
array-search is performed until the closest half peak-intensity 
is found on both sides of the peak, thus defining the linewidth.

Generation of random profiles

We have evaluated the efficacy of the reduced sampling 
approach for recording CEST profiles via computation and 
experiment. In the case of computation, we considered a 
two-site exchanging system with exchange and relaxation 
parameter ranges as indicated in Table 2. One thousand 
sets, each containing two CEST profiles, were simulated, 
with one of the profiles of the set computed at a B1 field 
strength randomly chosen between 5 and 20 Hz, and the 
second computed with a B1 field strength between 21 and 

50 Hz. Datasets were simulated with a static magnetic field 
chosen between 500 MHz and 1.2 GHz. Each CEST pair was 
analyzed only if both major and minor dips could be detected 
using the signal.find_peaks function from the Scipy Python 
library (SciPy 1.0 Contributors et al. 2020). In a second set 
of computations the difference in chemical shifts of ground 
and excited state spins, Δ�̃(ppm), was decreased such that 
||Δ�𝜔|| < 0.5 ppm and the resulting profiles analyzed even if 
only one peak could be detected with the signal.find_peaks 
function. In this way, the accuracy of extracted Δ�̃ values 
can be established for both large and small shift differences. 
Finally, a third set of simulations was carried out by setting 
the intrinsic R2 rates of spins in the ground and excited states 
to 5 s− 1 and generating CEST profiles for a pair of weak B1 
fields (15 and 30 Hz) using a sampling scheme that is opti-
mal for exchanging spins with transverse relaxation rates of 
20 s− 1 (i.e., a sampling scheme not optimal for the chosen 
R2 rates of the spins). In this way a comparison of input and 
extracted exchange parameters from fits of the data can be 
used to establish whether a priori knowledge of R2 values 
is critical in choosing an appropriate sampling scheme for 
CEST profiles (we show below that only very approximate 
transverse relaxation rates are required).

Results and discussion

Typical CEST sampling schemes are non‑optimal

CEST profiles have many features similar to 1D NMR spec-
tra, most notably the fact that the positions of the dips cor-
respond to those of peaks that would be obtained in conven-
tional pulse-acquire schemes, at least in the limit where the 
minor state peaks could be observed in this way. In a con-
ventional 1D experiment it is well established that acquisi-
tion times should not extend beyond where signal persists. 
Sampling beyond this limit adds noise but no new informa-
tion. The inverse problem, that is what the optimal sampling 
in the frequency domain might be for CEST, is the question 
we address here. Insight can be obtained by examining CEST 
time domain profiles, obtained by inverse Fourier transfor-
mation of the frequency data; clearly, by analogy with con-
ventionally recorded spectra, these should also not extend 
beyond where there is signal. Denoting the CEST profile as 
I(vrf)/Io, where I(vrf) and Io are intensities of peaks in a CEST 
experiment recorded with (I(vrf)) and without (Io) the CEST 
mixing period (duration Tex), the corresponding time domain 
is generated by first inverting the CEST profile according 
to max (I(vrf)/Io)- I(vrf)/Io or cest_baseline - I(vrf)/Io, where 
cest_baseline is the fitted baseline, followed by real Fourier 
transformation (Karunanithy et al. 2021). This is illustrated 
schematically in Fig. 1a for a simulated profile generated for 
an exchanging system with parameters as indicated. Here we 

Fig. 1   Standard CEST frequency domain sampling is typically non-opti-
mal. a Transformation of frequency-domain CEST profiles into the time 
domain is obtained as shown schematically using simulated data. A 
CEST profile I(�rf )∕Io is transformed to max(I(�rf )∕Io ) – I(�rf )∕Io , and 
subsequently a real discrete inverse Fourier transformation (DiFT) of the 
data produces the time domain response shown. The relations between 
the spectral width sampled in the frequency domain (sw = 1500 Hz), the 
acquisition time in the time domain (  1

2Δ�RF
=

1

2×45.46Hz
= 12.3ms) , and 

the intervals between successive points in the frequency- ( Δ�RF ) and 
time- ( 1

sw
 ) based profiles are shown. In the simulation a B1 field of 15 Hz 

was used, Tex = 400 ms, a two-site exchange process between ground (G) 
and excited (E) states is assumed, with population of the excited state 
pE = 1%, and an exchange rate kex = kGE + kEG = 100  s−1 where kij is the 
rate of transition from state i to state j. The intrinsic relaxation properties 
of both states are the same, with longitudinal and transverse relaxation 
rates equal to 1 s−1 and 20 s−1 respectively. The top-right panel shows the 
individual normalized time-domain CEST profiles for the ground and 
excited states, obtained under the assumption that both peaks can be 
modeled with a Lorentzian shape 1

2

Δ�1∕2

(�rf−vi)
2+(Δ�1∕2)

2∕4
 , where Δ�1∕2 is the 

dip linewidth obtained using the scipy signal.peak_width function and �i 
is the frequency for spins in state i. The limit where 20% of the signal 
remains is shown with the horizontal dashed line. Experimental CEST 
profiles (left) of L55 (b) and K59 (c) of the A39G FF domain recorded at 
600 MHz, 2 °C, with a B1 field strength of 15 Hz and a sampling fre-
quency of 15 Hz were manipulated as shown schematically in (a). Points 
are connected by a line for visual clarity. It is clear that the acquisition in 
the time-domain is too long, corresponding to a smaller than optimal sep-
aration between successively sampled points in the frequency domain

◂
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have chosen the frequency spacing between CEST points, 
∆vrf, to be 40 Hz, significantly larger than 15 Hz that cor-
responds to the strength of the B1 field, which we might have 
arbitrarily used in an experiment (a spacing set to the strength 
of the B1 field is typically used in our laboratory). For this 
sampling interval the time domain signal extends until the 
end of the acquisition period, as might be the case had the 
data being optimally recorded in the time domain to start 
with. Note that a real discrete Fourier transform of a CEST 
profile generated with frequency sampling of ∆vrf = sw/N 
between each CEST point, where sw and N are the spectral 
width of the region sampled and the total number of sampled 
frequency points, respectively, produces a time domain signal 
with approximately N/2 non-redundant real and imaginary 
points (N/2 + 1 and (N + 1)/2 for even and odd N, respectively, 
Fig. S1) (Karunanithy et al. 2021). In what follows, we display 
time domain signals of only the non-redundant points, extend-
ing to approximately N/(2sw) in the time-domain. The second 
half of the time domain can be regenerated from the first half, 
noting that fk = f ∗

N−k
 , where fi is the ith complex point and * 

denotes complex conjugate (Figure S1).
Figures 1b, c show examples from experimental data 

recorded on an A39G mutant FF domain that has been estab-

lished previously to undergo exchange between a number 
of different conformational states, including an unfolded 
ensemble that is responsible for the minor state dips shown 
here (Vallurupalli and Kay 2013; Tiwari et al. 2021). Real 
Fourier transformation of the profiles in Figs. 1b,c, recorded 
with a 15 Hz spacing between points and a B1 field of 15 Hz, 
clearly shows that the frequency domain data is sampled too 

densely (i.e., N is too large), as 60 to 70% of the time domain 
points are essentially noise.

Influence of exchange parameters and B1 field 
on the CEST linewidth

We have established that the rate of decay of the time 
domain CEST signal is an important parameter to consider 
in choosing appropriate frequency spacings for record-
ing CEST profiles. This decay rate, in turn, relates to the 
linewidths of the dips in the frequency domain, and it is of 
interest, therefore, to establish how the linewidths of the 
major and minor dips in frequency domain profiles depend 
on exchange parameters and the B1 field strength. To this 
end, we first derive approximate expressions for CEST dip 
linewidths for a two-site exchanging spin system. Our goal 
is not to generate complex expressions that reproduce exact 
numerical simulations for all sets of exchange parameters, 
but rather to provide an intuitive feel for what the important 
parameters might be. To this end we search for relatively 
simple equations that reproduce the CEST dips reasonably 
well over a range of exchange conditions that are typical in 
CEST studies. In the derivation that follows we assume that 
the populations of the ground (pG) and excited (pE) states 
are highly skewed ( pG ≫ pE ), as is most often encountered 
in CEST experiments, and that the frequency difference 
Δ� = �E − �G between the spin in the interconverting states 
is sufficiently large such that well resolved dips are observed. 
The CEST profile can be approximated as (Palmer 2014)

where �rf  is the frequency position of the applied B1 field 
(strength �1 = �B1 , with γ the gyromagnetic ratio for the 
nuclei of interest), Tex is the length of the irradiation period 
during which exchange is monitored, and R1ρ is given by 
(Trott and Palmer 2002)

where R1,G and R2,G are the longitudinal and transverse 
intrinsic auto-relaxation rates for a spin in the ground 
state, respectively, and kex is the sum of the forward and 
reverse exchange rates between G and E. A more detailed 
expression for R1ρ that takes into account differences in 
transverse relaxation rates between spins in states G and 
E has been derived (Baldwin and Kay 2013), but this 
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(�G − �rf )

2

(�G − �rf )
2 + �2

1

e−R1�(�rf )Tex

(4)
R1�

�
�rf

�
= R1,G

(�G − �rf )
2

(�G − �rf )
2 + �2

1

+
�2

1

(�G − �rf )
2 + �2

1

⎛
⎜⎜⎝
R2,G +

pGpEΔ�
2kex�

�E − �rf

�2
+ �2

1
+ k

2

ex

⎞⎟⎟⎠

Table 2   Parameter ranges used for simulations of CEST profiles. Dis-
tributions of parameters are uniform

Lower limit Higher limit

B0 500 MHz 1.2 GHz
pE 1% 15%
kex 20 s−1 400 s−1

CEST frequency range 
(sw)

2000 Hz 6000 Hz

�G

2�
− 0.8 × sw  + 0.8 × sw

Δ� − 8 ppm 8 ppm
R1G 0.1 (s−1) 10 (s−1)
R1E 0.9 × R1G 1.1 × R1G

R2G 5 (s−1) 100 (s−1)
R2E 0.5 × R2G 2 × R2G
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case is not considered in what follows below. In order to 
calculate linewidths at half-height for each of the dips 
in the CEST profile, Δ�1∕2 , we invert the CEST profile, 
C(�rf ) , as shown in Fig. 1a

and solve for ωrf using

where it is understood that according to Eq. 6, �rf  is the 
frequency position where the intensity of the CEST dip 
corresponding to state i is half maximal. Consider, first, 
i = E. Assuming that Δ𝜔1∕2 ≪ Δ𝜔 , where Δ�1∕2 is the dip 
linewidth (in rad/sec) at half height, gives �G − �rf ≈ −Δ� , 
and Eq. 6 can be expanded to

from which it follows that

where

Substituting Eq. 4 for R1�(�rf ) in Eq. 8 yields

where

Note that L is negative for standard values of Tex (hun-
dreds of milliseconds) and Δ�

2�
 is large, (recall that major and 

minor state dips are well resolved), leading to positive values 
for RE

eff
 . Solving Eq. 10 for �rf  gives the linewidth for the 

excited state, expressed in Hz, as

(5)C
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)
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A simpler equation can be derived for Δ�E
1∕2

 for very weak 
B1 fields such that Δ𝜔 ≫ 𝜔1 . In this case, following from 
Eq. 4, we can write

Substituting Eq. 13a, b into Eq. 7, we obtain,

from which it follows directly that,

Noting that ln(cosh x

2
) ≈

x2

8
 (so long as x < �

2
; 

(R1𝜌

(
𝜔E

)
− R1,G)Tex <

𝜋

2
 in this case) and taking the log of 

both sides of Eq. 15a, b, we obtain, after some algebra,

A more accurate expression for Δ�E
1∕2

 can be obtained by 
considering a higher order expansion of ln(cosh x

2
) but the 

resulting equation and Eq. 16 both simplify to

in the limit where 𝛼 ≪ 1 , which is sufficient for a qualitative 
understanding of the curves in Fig. 2a.

The linewidth of the major dip can be calculated by solv-
ing Eq. 6 for the case where i = G. We obtain

Noting that linewidths of the major state dips are, in 
general, considerably larger than the B1 field strength (see 
Fig. 2a), so that (𝜔G − 𝜔rf )
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1
 , Eq. 18 simplifies to
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Substituting Eq.  4 into Eq.  19 with �E − �rf ≈ Δ� 
produces

so that

Under the assumption that Δ𝜔 ≫ 𝜔1, kex and pG ≈ 1 , 
Eq. 21 can be simplified to

and assuming that R2,G ≫ pEkex , it follows that

Equations 17, 23 are (very) approximate expressions for 
the linewidths of the minor and major states, respectively; 
these are simple enough so as to provide intuition as to how 
the widths vary as a function of exchange parameters and B1 
field strength. For example, Δ�G

1∕2
 varies linearly with pEkex 
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and with �1 . In contrast, Δ�E
1∕2

 varies in a more complex 
manner with pEkex . Consider Eq.  17 in the limit that 
kex ≫ 𝜔1 (often kex > 𝜔1 in CEST applications) so that 
Δ�E

1∕2
≈

kex

�
 : a plot of Δ�E

1∕2
 vs pEkex for constant pE will be 

linear with a slope of 1

�pE
 . In contrast, a similar plot for con-

stant kex will be flat (zero slope). Unlike the case for the 
major state dip where linewidths are always proportional to 
�1 , when kex ≫ 𝜔1 there is essentially no �1 dependence for 
Δ�E

1∕2
.

Numerical evaluation of CEST linewidths

Figure 1 makes it clear that an optimal sampling of CEST 
profiles in the frequency domain requires knowledge of the 
decay rates of major and minor states (i.e., their linewidths). 
Some insight is provided by the expressions derived above 
but, ultimately, it is necessary to resort to simulations to 
generate a complete, albeit, less intuitive picture. To this end 
we have simulated CEST profiles for a two-site exchanging 
system with a variety of exchange parameters and extracted 
linewidths of the major and minor dips as a function of pE 
and kex (Figs. 2a, S2, circles). Notably, we find that the major 
dip linewidth is only strictly dependent on the product pEkex , 
while the minor dip shows strong variations with kex but 
limited changes with pE . In addition, the broadening of the 
major dip increases faster than for the minor dip as B1 gets 
stronger (Figs. 2b, S2). The dependence of linewidths on 
exchange parameters is consistent with expectations based 

(a) (b)

Fig. 2   Linewidths at half height ( Δ�1∕2 ) for major and minor dips 
in CEST profiles. a Linewidths (circles) were obtained from simu-
lated CEST profiles generated with longitudinal relaxation rates 
R1,G = R1,E = 1  s−1, transverse relaxation rates R2,G = R2,E = 20  s−1, 
Tex = 300  ms, exchange parameters as indicated, and a (large) sepa-
ration between major and minor dips of 3 kHz to ensure no overlap 
and, hence, accurate estimates of Δ�1∕2 . Δ�1∕2 values are shown as 

a function of the product pEkex for two B1 field strengths. The val-
ues of pE and kex are indicated in the left panel. Linewidths predicted 
using Eq. 12 (minor state, blue) and Eq. 21 (major state, orange) are 
also shown as solid lines. b Simulated CEST profiles focusing on 
the major (left) and minor (right) dip regions for different B1 field 
strengths, pE = 1% and kex = 50 s−1
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on the equations derived in the previous section. Indeed, 
Eqs. 12, 21 (solid lines) reproduce the linewidths evaluated 
from the simulated CEST profiles reasonably well (Figs. 2a, 
S2), although the simplified Eqs. 17, 23 are only valid in the 
limit of very weak B1 fields or small pE(1%) (Eq. 17) or for 
small pEkex values (Eq. 23) (see Fig. S2, dashed lines).

A relation between B1 field and minimum linewidths 
of CEST dips

The expressions for Δ�1∕2 derived above, along with simula-
tions of linewidths as a function of different exchange 
parameters (Figs. 2, S2), make it clear that it will be difficult 
to choose the optimum frequency sampling scheme without 
a priori knowledge of the exchange parameters, weak B1 
field used, and intrinsic relaxation properties of spins in each 
of the interconverting states. We sought, therefore, to obtain 
a simple expression for the minimum dip linewidth (consid-
ering both major and minor dips and a two-site exchanging 
system), Δ�min

1∕2
 , as a function of B1 over a wide spectrum of 

exchange parameters that encompass those typically 
observed experimentally. The minimum linewidth, i.e., 
smallest decay rate in the time domain, is a conservative 
choice as it ensures that a sufficient sampling of the fre-
quency domain is taken, irrespective of the operative experi-
mental and exchange parameters, so that robust estimates of 
the exchange kinetics and thermodynamics, as well as chem-
ical shifts of the excited state, can be obtained from fits of 
the CEST profiles (see below).

Our goal here is to achieve a sampling of the CEST pro-
file at a frequency of at least one point per dip linewidth at 
half height (effectively two points per peak), corresponding 
to an acquisition time, after real Fourier transformation of 
the CEST profile, of 1.5 Tmax

2
 (see Supporting Information; 

Δ�min
1∕2

= 1

�Tmax
2

 ). Simulations and analysis of experimental data 
show that accurate parameters are extracted from data sam-
pled in this manner. In order to guarantee that at least two 
points are sampled for each dip in a CEST profile we have 
computed CEST curves, for given B1, Tex , and intrinsic 
transverse relaxation values, assumed to be the same in the 
ground and excited states. Values of exchange parameters 
were chosen at the low end of what is typically observed in 
CEST, pE = 1% and kex = 50 s− 1, so that contributions from 
exchange to Δ�G∕E

1∕2
 are relatively small (Fig. 2a, see below). 

The minimum Δ�1∕2 ∈ {Δ�G
1∕2

,Δ�E
1∕2

 } is selected for each 

{B1, Tex, R2 } set, generating the Δ�min
1∕2

 vs ( �1

2�
 ) relations shown 

in Fig. 3. These are well approximated as linear and are rela-
tively independent of Tex (Fig. 3a). As expected, there is 
some dependence on intrinsic relaxation rates (Fig. 3b), but 
as we will show subsequently, with analysis of data from 

both simulation and experiment, the extraction of accurate 
exchange parameters requires only very rough estimates of 
R2 values. Since one point must be sampled for each Δ�min

1∕2
 

Hz in the frequency domain, the number of CEST frequency 
points is given by (see also Supplementary Information)

with Δ�min
1∕2

 , in turn, related to ( �1∕2� ) via expressions in 
Fig. 3b. Thus, N can be calculated directly from sw and the 
strength of the weak B1 field. Note that because Δ�1∕2 values 
are computed directly from the CEST profiles to obtain the 
relations in Fig. 3a, b, assumptions about the dip lineshape 
do not need to be made. Equation 24 ensures that at least two 
points are recorded per dip (unless a point lies on the dip 
maximum) and because the values of pE (1%) and 
kex (50 s− 1) are smaller than what is observed in most experi-
mental applications Δ�min

1∕2
 is typically underestimated and N 

overestimated so that sufficient sampling of the CEST pro-
files is nearly always achieved. Exceptions would include 
cases where experimental exchange parameters are smaller 
than the values used to derive the relations in Fig. 3b; how-
ever, it is worth noting that as pE and kex values become 
increasingly small, minor dips will also significantly 
decrease, challenging CEST applications. Figure 3c, d show 
plots of N vs ( �1∕2� ) for standard and reduced sampling 
schemes as a function of R2 rates. It is clear that large reduc-
tions in N are obtained via reduced sampling following 
Eq. 24, varying from factors of three or higher for small B1 
fields to greater than two for ( �1∕2�) = 50 Hz.

Establishing robustness of extracted exchange 
parameters based on simulations

Having established simple relationships to calculate N 
(Fig. 3, Eq. 24), we then generated a set of simulated data-
sets that were subsequently fit to ensure that accurate esti-
mates for the exchange ( Δ�, pE, kex ) and relaxation (R1, R2,G, 
R2,E) parameters could be obtained. To this end a set of 2000 
CEST profiles was computed using 1000 random two-site 
exchange and relaxation parameters (Table 2). For each set 
of parameters two profiles were simulated with different B1 
fields, between 5 and 20 Hz and between 21 and 50 Hz. 
Separate CEST profiles were computed using either the 
“standard” sampling approach (frequency increment of �1

2�
 ) 

or via a reduced sampling procedure based on the relation 
Δ�min

1∕2
(Hz) = 2.15

�1

2�
+ 11.41 , corresponding to the case 

where R2=20 s− 1 (Fig. 3b). Each pair of profiles, corre-
sponding to different values of �1

2�
 but otherwise the same 

exchange and relaxation rates, was fit to a two-site exchange 
model using the program Chemex (https://​github.​com/​gbouv​

(24)N =
sw

Δ�min
1∕2

https://github.com/gbouvignies/ChemEx
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ignies/​ChemEx). As the chosen values of R2,G rates for the 
simulated profiles range between 5 and 100  s−  1 and 
0.5R2,G < R2,E < 2R2,G , (Table 2), potentially quite different 
than the assumed R2,G = R2,E = 20 s− 1 (used to select the 
frequency spacing) a comparison of input vs fitted parame-
ters is an excellent first step in testing the robustness of the 
reduced sampling approach. In the initial analysis, profiles 
were generated containing two distinct dips (see Materials 
and Methods) and the linear correlations between fitted and 

input parameters is excellent (Fig. 4). We next repeated the 
computations (only 100 random sets of exchange and relaxa-
tion parameters) to generate CEST profiles with ||Δ�𝜔|| < 0.5 
ppm. Each pair of CEST curves at two B1 fields (randomly 
chosen within ranges as described above, Table 2) was ana-
lyzed together in Chemex with pE and kex fixed to within 1% 
of their initial chosen values. (Note that in the analysis of 
CEST data one typically fits profiles with well-separated 
dips initially to obtain robust exchange parameters and then 

(a) (b)

(c) (d)

Fig. 3   Optimization of the sampling frequency in CEST experi-
ments. a Variation of min(Δ�G

1∕2
,Δ�E

1∕2
 ) = Δ�min

1∕2
 as a function of the 

B1 field strength (�1∕2� ) measured from dips in simulated CEST 
profiles with kex = 50  s−1, pE = 1%, R2,G = R2,E = 20  s−1, and several 
typical Tex values. As discussed in the text, the exchange parameters 
used are lower bounds for values typically fit via CEST and as such 
the obtained Δ�min

1∕2
 is a conservative estimate of the minimum dip 

linewidth over a wide range of exchange parameters, as dip widths 
will only increase with larger kex, pE values. Fitted values of Δ�min

1∕2
 

are shown with solid lines whose equations are given at the top of 
the panel. b Variation of Δ�min

1∕2
 (circles) as a function of the B1 field 

strength from fits of CEST profiles simulated with kex = 50  s−1, pE = 
1%, Tex = 300  ms, and R2,G = R2,E, as indicated. Linear fits of the 

linewidths are shown as solid lines; equations are given at the top of 
the panel for the transverse relaxation rates used. c Suggested number 
of CEST frequency points as a function of the B1 field strength cal-
culated using the expressions for Δ�min

1∕2
 listed in panel (b) along with 

Eq. 24 for a CEST spectral width of 1 kHz (solid lines). Also shown 
is the number of CEST points typically used where the frequency 
domain is sampled every (�1∕2� ) Hz as a function of the B1 field 
strength (dashed line). d Ratios of the number of points using the 
standard and reduced sampling approaches as a function of (�1∕2� ) 
for R2,G = R2,E values as shown (Ratio = standard/reduced), highlight-
ing the considerable decrease in the numbers of frequency domain 
sampled points and hence decreased measurement times associated 
with the reduced sampling method

https://github.com/gbouvignies/ChemEx


177Journal of Biomolecular NMR (2022) 76:167–183	

1 3

fixes these parameters in subsequent fits of all of the data). 
Correlations between input and fitted parameters obtained 
via analysis of CEST profiles generated from a single 
reduced sampling scheme are excellent (Fig. S3), although 
in some cases fitted R2,E rates show clear deviations from 
their accurate values. This is to be expected in the case 
where major and minor state dips overlap.

As a final validation we carried out an additional set of 
simulations where R2,G = R2,E = 5 s−1 , with exchange 
parameters chosen as described above and listed in Table 2. 
CEST profiles, recorded for weak B1 values of 15 and 30 Hz, 
were generated using a reduced sampling procedure with 
Δ�min

1∕2
(Hz) = 2.15

�1

2�
+ 11.41 , as before, and these were sub-

sequently fitted. Notably, the sampling scheme chosen is 
optimal for R2 values of 20 s− 1 (Fig. 3), and the lower R2 
rates for spins from both states G and E relative to what is 
assumed could well lead to an undersampling of the dips and 
potential errors in fitted parameters. Nevertheless, excellent 
agreement between input and extracted exchange values was 
obtained, as shown in Fig. S4. Taken together the set of 
simulations considered, thus, provide a theoretical validation 
of our approach and establish that only a rough knowledge 
of transverse relaxation rates is required to implement a rea-
sonable sampling of the CEST profiles.

Experimental validation of the reduced sampling 
approach

The four-helix bundle FF domain from human HYPA/
FBP11 (referred to in what follows as FF) has been used as 
a model system to understand protein folding (Jemth et al. 
2005, 2004; Korzhnev et al. 2010, 2007; Tiwari et al. 2021). 
Studies of a variety of mutants of FF have provided a uni-
fied picture of the folding mechanism of this domain. Here 
we focus on the A39G mutant of FF that has recently been 
shown through extensive CEST data analysis to fold on a 
volcano energy landscape via at least two intermediate states 
(Tiwari et al. 2021). Notably, however, CEST data recorded 
on this system with one or two B1 fields can be analyzed 
using a simple two-state model so long as R2,G and R2,E are 
fitted as separate parameters (Vallurupalli et al. 2012; Tiwari 
et al. 2021). In this case many of the obtained R2,E rates 
are large, reflecting additional exchange processes from the 
excited state.

Nitrogen-15 CEST profiles were measured on a sample 
of A39G FF using B1 field strengths of 15 Hz and 30 Hz, 
with standard (112 and 57 points, respectively) and reduced 
(39 and 25 points, respectively) sampling approaches. In the 
latter case the relation Δ�min

1∕2
(Hz) = 2.15

�1

2�
+ 11.41 was used 
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Fig. 4   Linear correlation plots of exchange parameters fit from simu-
lated CEST profiles generated as described in Materials and Meth-
ods and discussed in the text, using a reduced sampling approach vs 
input parameters. The relation, Δ�min

1∕2
(Hz) = 2.15

(
�1∕2�

)
+ 11.41 , 

was used along with Eq. 24 to obtain the number of CEST points and 
hence the frequency spacing. Each correlation panel is based on anal-

ysis of 1000 profiles (circles; a pair of CEST curves with different 
B1 values for each profile were fit). The y = x line is shown in black. 
A two-site exchange model was used both for generating the CEST 
profiles and for fitting the data; parameters are listed in Table 2. Only 
profiles for which |Δ�| > 0.5 ppm were considered (see Figure S3 for 
the case where |Δ�| ≤ 0.5 ppm)
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Fig. 5   Experimental validation of the reduced sampling approach. 
Representative experimental CEST curves for A39G FF recorded 
with B1 fields of 15 Hz (a) and 30 Hz (b), 600 MHz, 2 °C. Profiles 
for Thr13, Gly39 and Lys59 are shown in the top panels (circles) and 
best fits indicated (dashed lines) based on a global analysis of the 
data. The reduced datasets were sampled using the relation 
Δ�min

1∕2
(Hz) = 2.15

�1

2�
+ 11.41 . Bottom panels show linear correlation 

plots for extracted ( Δ�,R2,G,R2,E ) values from profiles generated 
with reduced and standard sampling schemes. Residues for which ||Δ�𝜔|| < 0.5 ppm are indicated as orange circles; insets in the Δ� pro-
files show expanded correlations, highlighting that accurate chemical 
shift differences can be extracted even when they are small. The out-

lier in the R2,E correlation plots (*) derives from Tyr49 (see Figure 
S5). Note the increased uncertainties in R2,E values extracted from 
profiles recorded with either reduced or standard sampling 
approaches with B1 = 30  Hz (reduced �2 = 4.8 relative to 3.4 with 

B1 = 15 Hz, �2 =
1

N

∑N

n=1

(Rred,n

2,E
−Rstd,n

2,E
)
2

�red,n�std,n
 where the sum runs over all res-

idues, Rred,n

2,E
 and Rstd,n

2,E
 are the transverse relaxation rates of the excited 

state obtained from the analysis of the reduced and standard sampling 
datasets, respectively, with error �red,n and �std,n respectively, for resi-
due n), as the dips are significantly more broadened when larger B1 
fields are used
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to select the frequency points. These datasets were analyzed 
individually (i.e., one B1 field at a time), using a two-state 
exchange model, by first fitting residues showing distinct 
minor dips to obtain values for pE and kex , and then fixing 
these values in subsequent fits that included all profiles. In 
this way intrinsic relaxation rates and chemical shifts were 
generated for all ground and excited state spins. For both B1 
fields, the chemical shifts and relaxation rates agree well 
between the two sampling schemes (Fig. 5), while extracted 
values for pE and kex are similar (Table 1). Notably, even 
small Δ� values, i.e. smaller than 0.5 ppm, can be obtained 
accurately, as shown in the insets to the Δ� panels in Fig. 5. 
Tyr49 stands out in the correlation plots of R2,E with signifi-
cantly different values obtained for fits of datasets recorded 
with different sampling schemes but the same B1 field 
strength, or between pairs of datasets both obtained using 
either reduced or standard sampling approaches but with 
different B1 field strengths (i.e., compare R2,E values for 
standard sampling with B1 fields strengths of 15 and 30 Hz, 
for example). CEST profiles from this residue are less 

well-fit relative to others (compare Tyr49 and Leu59, that is 
well-fit, in Figure S5), perhaps reflecting the fact that the FF 
exchange process is inherently more complex than two-state 
(Tiwari et al. 2021).

As described in the Introduction, a number of other 
methods have been developed for reducing the frequency 
sampling in the CEST dimension. These include MF-CEST 
(Leninger et al. 2018) or cos-CEST (Yuwen et al. 2018a), 
and D-CEST (Yuwen et al. 2018b). In D-CEST, the B1 field 
is applied in the form of pulses at intervals of �′ , with excita-
tion frequencies �rf ± 2�n∕�� , where n is an integer and �rf  
is the carrier frequency. This leads to a significant reduction 
in the CEST spectral width ( 1∕�� ), although it introduces 
ambiguities in the frequencies of the invisible state spins 
due to the periodic nature of the excitation profile (Yuwen 
et al. 2018b). This can be resolved by recording a pair of 
D-CEST experiments with different spectral widths, that 
is different �′ values, as described previously (Yuwen et al. 
2018b). In practice, we choose the sampling lists for each 
of the two experiments in such a way as to ensure that the 

sw = 700 Hz
sw = 800 Hz

sw = 700 Hz
sw = 800 Hz112

0.0 0.5 0.0 0.5

114
116
118
120
122
124
126

Thr13
Standard Reduced

B 1
po

si
tio

n
(p
pm

)

I/I0

sw = 700 Hz
sw = 800 Hz

sw = 700 Hz
sw = 800 Hz112

0.0 0.5 0.0 0.5

114
116
118
120
122
124
126

Gly39
Standard Reduced

I/I0

sw = 700 Hz
sw = 800 Hz

sw = 700 Hz
sw = 800 Hz112

0.0 0.5 0.0 0.5

114
116
118
120
122
124
126

Lys59
Standard Reduced

I/I0

|∆ω| > 0.5 ppm
|∆ω| < 0.5 ppm

0

100

200

0 100 200
Standard sampling

R2,E (s-1)

|∆ω| > 0.5 ppm
|∆ω| < 0.5 ppm

|∆ω| > 0.5 ppm
|∆ω| < 0.5 ppm

-6
-4 8

10

12

14

-2
0
2
4
6
8

-6 -4 -2 0 2 4 6 8 8 10 12 14

R
ed

uc
ed

sa
m
pl
in
g

Standard sampling Standard sampling

∆ω (ppm) R2,G (s-1)

y = x
y = 1.001x

y = x
y = 0.980x

y = x
y = 1.013x

˜
˜

˜
˜

˜
˜

˜

-2 -1 0 1 2-2
-1
0
1
2

(a)

(b)

Fig. 6   Experimental validation of the reduced sampling approach 
for D-CEST experiments. a Representative D-CEST profiles, high-
lighting Thr13, Gly39 and Lys59 from A39G FF, using spectral 
widths of 700 Hz (blue) and 800 Hz (green) and a B1 field strength 
of 15  Hz (600  MHz, 2  °C). Best fits of the experimental data (cir-
cles) are shown with the dash lines. The CEST data in each profile 
were sampled either (1) every 2x �1

2�
 Hz (standard; recall that two data-

sets are recorded with sampled frequencies in each dataset located 

exactly between each other, so that the points in a “combined” 
profile are separated by �1

2�
 Hz; see text) or (2) using the relation 

Δ�min
1∕2

(Hz) = 2.15
�1

2�
+ 11.41 and Eq.  24, with the distance between 

sampled frequency points doubled, ensuring that the frequencies sam-
pled in each of the pair of datasets are located between each other. 
Note that the profiles for Thr13 and Gly39 are aliased (i.e., not within 
the 700 or 800 Hz windows used), while those for Lys59 are not. b 
Correlation plots for extracted ( Δ�,R2,G,R2,E ) as in Fig. 5
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chosen frequencies for each spectral width do not overlap. 
For example, for sweep widths of 600 Hz and 560 Hz and a 
B1 field strength of 20 Hz, we would choose offset frequen-
cies of 300-40 k Hz and 280-40 k Hz, where k is a whole 
number, so that between ± 280 Hz the CEST frequencies 
are sampled every 20 Hz when considering both profiles 
together, although each profile is comprised of points in fre-
quency space sampled at twice this interval (40 Hz). Thus, 
although a pair of spectra must be recorded, the experimen-
tal time is essentially no longer than for a single dataset, 
with the number of frequency sampled points in each profile 
given by N

2
 , as calculated from Eq. 24 (Fig. 3). The source 

code to generate the appropriate reduced sampling schemes 
for either CEST or D-CEST applications (ensuring that for 
each dataset the excitation frequencies lie exactly between 
each other for D-CEST) is given in Supporting Information.

In principle, it is possible to combine D-CEST with 
reduced sampling to achieve even greater savings in time 
than with either technique alone. Figure  6a compares 
D-CEST and reduced D-CEST profiles for a number of resi-
dues in A39G FF, recorded with spectral widths of 700 and 
800 Hz and a B1 field strength of 15 Hz. In total 52 and 19 
frequency points were recorded for the standard and reduced 
D-CEST experiments respectively (this includes datasets at 
both spectral widths in each case). Analysis of the result-
ing profiles using Chemex shows that consistent values of 
(Δ�,R2,G,R2,E) (Fig. 6b) and of the exchange parameters 
(Table 1) are obtained via the two sampling approaches, 
establishing that reduced sampling can be extended to 
D-CEST applications.

We were particularly interested in testing the limits of the 
reduced sampling approach by focusing on a residue where 
the dips for the ground and excited states are highly over-
lapped, such as for Gly39. Our experiments were performed 
with a concentrated sample (~ 2 mM) and recorded on a 
spectrometer with a cryoprobe so that the sensitivity was 
very high (signal-to-noise ratios, SNR, of peaks recorded in 
the Io spectrum are on the order of 1000). In order to evalu-
ate how decreased SNRs affect extracted Δ� values when 
reduced frequency sampling is used we added increased 
amounts of noise to the experimental Gly39 CEST profile, 
shown with blue circles in Fig. 7a, before fitting in Chemex. 
One hundred curves were generated by adding noise to each 
point in the experimental Gly39 CEST profile from a normal 
distribution of noise with standard deviation corresponding 
to the chosen noise level (0.1%, 1%, 3% and 5% of Gly39 Io). 
CEST profiles were fit by fixing the exchange parameters pE 
and kex to values reported in Table 1, determined from fits 
to all CEST profiles with well-separated dips. The extracted 
Δ� values are plotted in the histograms shown in Fig. 7b. 
The distributions obtained from reduced sampling are 

broader than those from the standard sampling approach for 
a given level of noise (noise levels are indicated adjacent to 
each histogram). However, the median peak position of the 
Δ� distributions from fits of CEST and D-CEST data gen-
erated with standard and reduced sampling match to within 
0.4 ppm across all error values, and to within 0.15 ppm of 
each other when errors are ≤ 3%. The distributions for the 
D-CEST data at large input errors (3% or 5%) are unaccept-
ably wide, both for standard and reduced sampling, suggest-
ing that D-CEST is best applied to high SNR samples.

Figure 7 shows that larger numbers of experimental CEST 
points lead to narrower distributions in fitted Δ� values, and 
we wondered, therefore, if increasing the number of fre-
quency points in a post-acquisition manner might improve 
the robustness of the extracted chemical shifts. This can be 
achieved, as illustrated in Fig. 1a, where the frequency-
domain CEST profile is treated as a 1D NMR spectrum. 
Thus, by inverse Fourier transformation, zero-filling and re-
transformation, the number of points in the frequency 
dimension is increased. Figures S6-S12 show results based 
on an analysis of 13 experimental CEST profiles of A39G 
FF, measured by either standard ( �1

2�
 ), or reduced (using the 

relation Δ�min
1∕2

(Hz) = 2.15
�1

2�
+ 11.41 , as described above) 

sampling approaches (see legend to Figure S6 for details). 
In the latter case, we have also generated datasets where the 
separation between CEST frequency points has been halved 
by one zero-fill in the time domain. As in the description of 
Fig. 7, noise has been added to the data (0.1–5%), and the 
100 generated profiles in this manner fit for each noise level. 
Mean values and standard deviations of fitted values of 
( Δ�, pE, kex ) are plotted in either linear correlation or his-
togram formats. It is thus possible to evaluate (i) how dou-
bling the number of CEST points in reduced sampled data-
sets (via zero-filling) influences extracted parameters, and, 
more generally, (ii) how noise affects the quality of extracted 
parameters from CEST datasets. These computations show 
that good correlations between Δ� values are obtained via 
the different sampling schemes in all cases. When noise lev-
els are low (≤ 1%) robust exchange parameters are also 
obtained with all sampling approaches. For large noise val-
ues (5%) we find that zero-filling of the reduced sampling 
data leads to exchange parameters that are somewhat closer 
to those obtained from the standard sampling approach, 
although fits of profiles recorded with any of the sampling 
schemes, including the standard method, generate parame-
ters that are considerably off, on average (Figures S7-S12). 
Notably, when datasets recorded at B1 field strengths of 
15 Hz and 30 Hz are fit together, significantly improved 
exchange parameters are obtained when high noise levels are 
present.
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Fig. 7   Analysis of CEST profiles for Gly39 of A39G FF (600 MHz, 
2  °C) as a function of increasing noise levels. CEST and D-CEST 
profiles were re-analyzed in Chemex after adding noise to 0.1, 1, 3 
and 5% of the intensity of the Gly39 peak in the reference spectrum 
(Io), as described in the text. For each noise level, 100 profiles were 
generated and analyzed. a Examples of CEST profiles (circles) at 
various noise levels, as indicated. The “original” profile was recorded 

with a B1 field of 15 Hz and reduced sampling. Fits of the data are 
indicated with solid lines. Shown in b are distributions of Δ� val-
ues in histogram format for each error level and for datasets acquired 
using standard and reduced frequency spacings, as described in the 
text. Only Δ� values within Δ�̃ ± 2� are shown, along with Δ�̃ , the 
median difference in shifts
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Concluding remarks

We have shown that the commonly used approach (at 
least by our laboratories) for frequency sampling of 
CEST profiles in which the step-size is set to the value 
of the B1 field is not an optimal use of measurement 
time. Rather, in the absence of a piori knowledge of the 
exchange parameters, it is preferable to make use of sim-
ple Δ�min

1∕2
(B1) relations presented here that enable record-

ing of CEST profiles with significantly reduced fre-
quency sampling, typically by at least a factor of two. We 
have shown through simulation and experiment that 
accurate values of (pE, kex,Δ�,R2,G,R2,E) are obtained in 
this manner. In principle, the time savings can be used to 
record a dataset with at least twice the number of scans, 
although it is not clear whether this is any better than 
using standard sampling (i.e., defining CEST dips with 
fewer points of higher SNR, or increased points with less 
sensitivity). Rather the results of the simulations of Fig-
ures S6-S12 strongly suggest that recording a pair of 
reduced sampled experiments with different B1 fields, 
especially when SNR is limiting, is the preferred method, 
as significantly more accurate exchange parameters can 
be obtained. We expect that reduced sampling will extend 
the applicability of CEST-type experiments to proteins 
that are not stable over long periods of time and espe-
cially to systems for which the exchange is best charac-
terized using small B1 fields where the number of sam-
pled points is typically very high. Reduced sampling can 
be coupled with band excitation CEST methods such as 
MF-, cos- or D-CEST and non-uniform sampling of the 
indirectly acquired chemical shift dimensions, leading to 
further decreases in measurement times.
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