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Abstract Transient excursions of native protein states to
functionally relevant higher energy conformations often
occur on the ps—ms timescale. NMR spectroscopy has
emerged as an important tool to probe such processes using
techniques such as Carr—Purcell-Meiboom-Gill (CPMG)
relaxation dispersion and Chemical Exchange Saturation
Transfer (CEST). The extraction of kinetic and structural
parameters from these measurements is predicated upon
mathematical modeling of the resulting relaxation profiles,
which in turn relies on knowledge of the initial magneti-
zation conditions at the start of the CPMG/CEST relaxation
elements in these experiments. Most fitting programs
simply assume initial magnetization conditions that are
given by equilibrium populations, which may be incorrect
in certain implementations of experiments. In this study we
have quantified the systematic errors in extracted parame-
ters that are generated from analyses of CPMG and CEST
experiments using incorrect initial boundary conditions.
We find that the errors in exchange rates (k.,) and popu-
lations (pg) are typically small (<10 %) and thus can be
safely ignored in most cases. However, errors become
larger and cannot be fully neglected (2040 %) as k., falls
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near the lower limit of each method or when short CPMG/
CEST relaxation elements are used in these experiments.
The source of the errors can be rationalized and their
magnitude given by a simple functional form. Despite the
fact that errors tend to be small, it is recommended that the
correct boundary conditions be implemented in fitting
programs so as to obtain as robust estimates of exchange
parameters as possible.
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Introduction

Conformational exchange is closely linked to many
important biological processes, including enzyme catalysis
(Boehr et al. 2006; Henzler-Wildman et al. 2007; Ishima
et al. 2001; Palmer 2015; Rivalta et al. 2012), ligand
binding (Korzhnev et al. 2009; Sugase et al. 2007), and
protein folding (Korzhnev et al. 2010; Neudecker et al.
2012). The conformational rearrangements that are typi-
cally involved can be of a large scale so that the functional
dynamics occur on millisecond (or slower) timescales
(Palmer 2014). In the case of biological exchange the
resulting conformational ensemble is often highly biased
towards the ground state, with the remaining states recal-
citrant to study by conventional biophysical approaches
(Sekhar and Kay 2013). However, since these so called
‘excited’ states may play important roles in function,
despite their low populations (Baldwin and Kay 2009;
Karplus and Kuriyan 2005), it is of great interest to char-
acterize their structural and motional properties.

NMR spectroscopy has emerged as a powerful tool for
characterizing molecular dynamics on many different
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timescales (Baldwin and Kay 2009; Mittermaier and Kay
2006, 2009). For the study of chemical exchange processes
there are a number of different NMR approaches that can
be exploited, depending on the exact timescale of the
dynamics, including CPMG (Palmer et al. 2001; Wang
et al. 2003) and R,, relaxation dispersion (Mangia et al.
2010; Palmer and Massi 2006; Traaseth et al. 2012), CEST
(Vallurupalli et al. 2012) and magnetization-exchange
spectroscopy (Farrow et al. 1994; Montelione and Wagner
1989). CPMG and R, , relaxation dispersion are commonly
used for studying molecular dynamics on the ps—ms
timescale, while slower processes are often quantified
using CEST (~3 to ~20 ms) or magnetization exchange
(~50 ms to ~1 s) experiments. As is the case with all
relaxation experiments (Noggle and Schirmer 1971), the
analysis of chemical exchange data must take into account
the appropriate initial conditions of magnetization (referred
to as boundary conditions in what follows) immediately
prior to the pulse sequence element that records the
exchange process. The exact nature of the experiment used
thus becomes of importance and it is quite possible that
boundary conditions will change for a given class of
experiment simply based on how it is executed.

Herein we focus largely on CPMG and CEST pulse
schemes that are amongst the most popular for studying
sparsely populated states of biomolecules (Sekhar and Kay
2013). In the case of a two-site exchanging system, G%—EE,

EG
where G and E correspond to highly populated ground and
sparsely populated excited conformers, respectively, anal-
ysis of either CPMG or CEST data allows the extraction of
global exchange parameters such as pr (=1 — pg), the
fractional population of state E, and k., = kgg + kgg, as
well as per-residue chemical shift differences between
spins in states G and E, A@gg (ppm) (Palmer et al. 2001). It
is often the case in the analysis of CEST profiles that A@wgg
values can be readily obtained simply by inspection (Val-
lurupalli et al. 2012). Our impression is that the majority of
analyses of CPMG or CEST data simply assume equilib-
rium populations to describe the magnetization of spins in
the ground (ps) and excited (pg) states immediately prior to
the CPMG/CEST relaxation elements. This need not be the
case in general and it is of interest, therefore, to examine
the size of errors in the extracted exchange parameters that
are introduced when incorrect boundary conditions are
used. Our goal is to focus exclusively on the errors intro-
duced via boundary conditions and not on other error
sources, many of which have already been described in the
literature. Previous studies, in particular for CPMG, have
focused on the influence of differential relaxation between
exchanging spins in the ground and excited states, effects
of homonuclear scalar couplings, evolution during
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refocusing pulses, data analysis assuming 2-state or 3-state
models (Baldwin and Kay 2013; Hansen et al. 2012; Ishima
and Torchia 2003, 2005, 2006; Korzhnev et al. 2004;
Kovrigin et al. 2006) or the influence of differential R,
relaxation rates for exchanging spins in the ground and
excited states in the case of CEST (Fawzi et al. 2011;
Vallurupalli et al. 2012). Herein we show from simulation
and experiment that in most cases the errors resulting from
using incorrect boundary conditions tend to be small, less
than 10 % of the correct value and thus can be safely
ignored. However, they do increase, to approximately
20-40 % as k,, falls to near the lower detection limit for
the CPMG or CEST experiments. Finally, we also consider
an additional class of experiment that is used to measure
the rates of amide hydrogen exchange with water. In this
case the detected protein is the sparse state since the con-
centration of water greatly exceeds that of the protein and
the correct estimate of initial boundary conditions now
becomes essential for obtaining accurate exchange rates.

Materials and methods
Sample preparation

>N-labeled FF domain containing the L24A mutation
(L24A FF), 'N-hTRF1 with the K52C mutation and
U-'5N, '3C labeled 4E-BP2 were expressed and purified
following previously described protocols (Korzhnev et al.
2010; Lukhele et al. 2013; Sekhar et al. 2015). The final
samples were: (1) 0.9 mM L24A FF in 50 mM sodium
acetate pH 5.7, 100 mM NaCl, 1 mM EDTA and 10 %
D,0, (2) 0.4 mM K52C hTRFI1 in 50 mM MES pH 6.0,
1 mM TCEP and 10 % D,O and (3) 0.25 mM 4E-BP2 in
50 mM sodium phosphate pH 6.5, 100 mM NaCl, 1 mM
EDTA, 1 mM benzamidine and 10 % D,O.

NMR spectroscopy

>N CPMG experiments on '°N-labeled L24A FF were car-
ried out on 500 MHz and 800 MHz spectrometers equipped
with room-temperature probes using the TROSY version of
the "N CPMG pulse sequence (Vallurupalli et al. 2007). A
constant-time relaxation delay (7,.;,,) of 30 ms was used and
vepmc Was sampled up to 1000 Hz. In order to extract
intensities as a function of vcpysg, peaks were fitted using the
software package FuDA (http://pound.med.utoronto.ca/
~ flemming/fuda/). Effective transverse relaxation rates,
R ¢ were calculated based on peak intensities according to
the relation R (((Vepme) = —InU(veppe)/ IV T reiaxs Where
1, is the peak intensity in a reference spectrum recorded
without the relaxation delay 7., (Mulder et al. 2001).
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>N CEST experiments were recorded on K52C hTRFI
using a 600 MHz spectrometer equipped with a cryogeni-
cally cooled probe using a pulse sequence described previ-
ously (Vallurupalli et al. 2012). Datasets were acquired using
an exchange time of 250 ms and two different B; field
strengths ~17 and ~34 Hz. In each case, a reference
spectrum was also recorded without the exchange delay.
CEST profiles were constructed as the ratio of peak inten-
sities with (/) and without (/,) the exchange delay, Tg,, as a
function of the offset of the weak B, field. 'H R, p EXpEri-
ments that are similar to those described by Ishima et al.
(1998) but where water magnetization was preserved in
some cases were acquired on a 600 MHz spectrometer
equipped with a room-temperature probe using a 6 kHz 'H
spin-lock field applied during the relaxation delay (7).
T eiax values up to 40 ms were sampled, and the decrease in
peak intensity with 7., was fitted using mono-exponential
(Ae™®%) or modified mono-exponential functional forms
(Ae ®* + (). Relaxation decay profiles for in-phase or anti-
phase (with respect to the attached nitrogen spin) amide 'H
magnetization were measured by placing 'H spin-lock
periods either before or after the >N chemical shift evolution
delay, t;, respectively. R, decay profiles were also obtained
using a modified version of the pulse sequence with the 'H
spin-lock period before ¢, where an additional 90° water-
selective pulse is applied prior to a purge gradient, that
eliminates water magnetization.

CPMG and CEST data fitting

The fitting of CPMG and CEST data sets was carried out
using the software package ChemEx (https://github.com/
gbouvignies/chemex). In total 38 and 21 residues without
significant peak overlap were selected for analysis in
CPMG and CEST experiments on L24A FF and K52C
hTRF]1, respectively. In the fitting of CPMG data, pg, k.,
Awgg and intrinsic transverse relaxation rates, R,, were
treated as fitting parameters (Korzhnev et al. 2004), while
CEST data were analyzed using pg, ke, Ad@Wge, Ry (in-
trinsic longitudinal relaxation rates) and R, as fitting
parameters (Vallurupalli et al. 2012). In both cases it was
assumed that intrinsic longitudinal and transverse relax-
ation rates for spins in each state are identical,
Rig =Ry Rorg = Ry and pg and k., were fit globally
using a two-state exchange model. In the case of CEST,
B, field inhomogeneity was modeled as described previ-
ously (Vallurupalli et al. 2012). Briefly, B, field inho-
mogeneity was taken into account by performing ten
calculations with different B; fields evenly spaced
between +2c around the mean, where o is the standard
deviation of the measured B; field distribution (~ 10 % of
the field). All ten calculations were averaged using coef-
ficients that assumed a Gaussian profile. In order to

estimate errors in the fitted parameters a bootstrap anal-
ysis was used (Press et al. 1998) with N = 1000 repeats
under the assumption of either equilibrium or non-equi-
librium initial boundary conditions (see text). Each of the
1000 data sets was constructed by randomly selecting
residues with replacement from the original set used in the
global fit. The number of residues thus used was always
the same as for the original data. Each of the 1000 data
sets was independently fit to a two-state model of
exchange as described above to obtain distributions for pg
and k,,.

Numerical simulations

Numerical simulations of CPMG and CEST data sets were
carried out using ChemEx, with input parameters (Larmor
frequency, B; field strength and inhomogeneity, Awgg)
that are as close as possible to those used experimentally.
For CEST data B, field inhomogeneity was modeled as
described above. CPMG and CEST data sets were gener-
ated by using either ‘equilibrium’ initial boundary condi-
tions (magnetization of ground and excited states of p; and
pE, respectively, immediately prior to the CPMG/CEST
relaxation elements) or ‘non-equilibrium’ conditions
where pg is set to 0. Simulations were carried out using a
two-state exchange model with pg values of 1, 5 or 10 %.
Values of exchange rates and relaxation times of
400 s™" < k,, <1500 s7" and 20 ms < Ty < 50 ms
were used in simulations of CPMG profiles while for
CEST, 50 s™' < k,, <400 s 'and 100 ms < Tg, < 450 ms.
The simulated CPMG or CEST profiles were globally fit
using a two-state exchange model, assuming either equi-
librium or non-equilibrium initial boundary conditions.
Since random noise is not used in simulations of data sets
accurate exchange parameters can always be obtained
from fits so long as the simulation and fitting procedures
are carried out using the same initial boundary conditions,
while fitting errors always exist if the simulation and
fitting are performed with different initial boundary
conditions.

Results and discussion
The problem

As discussed in the Introduction the analysis of CPMG and
CEST data generally assumes that immediately prior to the
chemical exchange delay, used to quantify exchange in
each class of experiment, the magnetization from states G
and E are given by the equilibrium populations, i.e., p; and
pEs respectively. This is almost certainly incorrect since the
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relaxation properties of the corresponding nuclei in states
G and E are unlikely to be the same. For example, in the
slow exchange limit (k,, < Awgg) the exchange contri-
butions to the transverse relaxation rates of spins in G and
E are given by pgk., and (1 — pp)k,,, that can be very
different. Since the chemical exchange period, denoted by
Tyeiax O Tg, for CPMG or CEST, respectively, in what
follows, is typically placed after several INEPT transfer
steps, the large difference in relaxation rates may cause one
state (typically the excited state) to decay much faster than
the other during coherence transfer steps, creating non-
equilibrium initial conditions. These effects can be miti-
gated to a certain extent by including additional delay
elements that place magnetization along the z-axis imme-
diately before and after 7., or Tg, (Hansen et al. 2008),
so that an equilibration can occur, although their efficiency
depends on the exchange rate(s). Moreover, the initial state
populations are not only a function of the (relaxation)
properties of the spin system but also depend on how the
measurement is performed, so that even assuming that the
relaxation rates of spins in the ground and excited states are
equivalent there can still be deviations in initial conditions
from those expected for an ‘equilibrium’ spin system. For
example, it is possible to design pulse schemes where the 7,
frequency-labeling period is placed either before or after
the chemical exchange period. In the case of '>’N CPMG or
SN CEST data sets recorded as HSQC-based experiments
placement of the relaxation element prior to #; evolution
allows the preservation of both cosine and sine modulated
t; components of magnetization, leading to an improve-
ment in spectral sensitivity by as much as a factor of \/ 2
(Kay et al. 1992; Palmer et al. 1991; Schleucher et al.
1993). In contrast, Ishima et al. argue that it is important to
record amide 'H CPMG experiments by using a
scheme that places the ¢, element before the CPMG
interval so as to minimize the effects of homonuclear 'H
cross-relaxation (Ishima et al. 1998) that varies as a func-
tion of CPMG pulsing frequency. Thus, in this
scheme magnetization from states G and E is modulated by
terms such as cos(w$#;) and cos(wk 1), respectively, prior
to T,.i.c that effectively sets the initial magnetization of
state E to 0. This can be readily understood by noting that
magnetization that originates on state E and subsequently
transferred to state G via exchange leads to a cross peak at
(wk, »%) that is distinct from the corresponding cross peak
position of the major state (w$, ®$), assuming wf # of.
Since the major state cross peak is quantified in these exper-
iments the initial state is effectively (Mg, Mg) = (pg, 0),
where M and Mg are the relevant magnetization elements
(either transverse for CPMG, or longitudinal for CEST). By
contrast, in experiments where the relaxation element pre-
cedes f; evolution, the initial magnetization from both states

@ Springer

E and G contributes to the observed signal (state G, see below)
and the initial conditions are (Mg, Mg) = (pg, PE), assuming
(often incorrectly) similar relaxation losses for both states
during the delays in the pulse scheme. We will refer to the
situation, where the effective initial magnetization is (pg, 0),
as the “non-equilibrium” case and where it is (pg, pg) as the
“equilibrium” case in what follows. The errors in the
exchange parameters that are introduced by the use of incor-
rect initial magnetization conditions in data fitting routines
will be discussed below.

Dependence of relaxation rates on the initial
conditions for systems in two-site exchange

In what follows we first consider the CPMG experiment
and focus, therefore, on the evolution of transverse mag-
netization, Mg, and Mg, from the ground and excited
states, respectively. In the free precession limit the evolu-
tion of the exchanging magnetization can be simply
described by the Bloch-McConnell equations (McConnell
1958)

dM
d(tH = —(Ra6 + kge) M+ + kecMe

My . (1)
dt’ = koM + — (Rog + ke — idwge) Mg, 4

where R, g and R, g are the intrinsic transverse relaxation
rates for magnetization in states G and E, respectively. In
the limit that p; > pg considered here, only magnetization
from the ground state is observable (in both CPMG and
CEST experiments), so that the following discussion will
focus only on Mg for different initial conditions. For
simplicity, it is assumed that the final detected signal
intensity is proportional to the magnitude of ground state
magnetization at the end of the exchange duration. Here we
do not take into account additional elements in the pulse
sequence (e.g., #; or INEPT elements) that may alter the
relative intensities of magnetization from the ground and
excited states, but this is not necessary for the conclusions
we wish to make.

Inspection of Eq 1 shows that in the slow exchange
regime (k., < Awgg) the transverse relaxation of the
ground state, R; .4, is increased by kgg = pgke, and that the
decay of ground state magnetization is independent of the
excited state magnetization. In general, however, the decay
of both M, and Mg are coupled, leading to bi-expo-
nential relaxation (Hansen and Led 2003; McConnell
1958). In the limiting case where Awgg — 0, corre-
sponding to very rapid pulsing in the CPMG experiment,
Vepmg — 0 (where vepyg = 1/(26) and 6 is the spacing
between successive refocusing pulses) the Bloch—-McCon-
nell equations can be written as
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dM
% = —(Ro6 + kee)Mq + + kecMg 4,

(2)
dM
A _ keMg . — (Roe + keg) M+

dt
The general solution to these equations is (with
Mg, =Mz, =0):
Mg (1) = Me"™ + Ape™, 3)

Mg (1) = A3e™™ + A4e’™

where

—(Ra6 + Rop +kex) £ \/(—Rz,G + Rog + ker)? + 4pe(Ro — Rop)ker

A= )
(4)
and
B —(42 + Rog + kae)Mg , (0) + kegM , (0)
b M — ’
(/1] + R2’G + kGE)MG,Jr (O) — kEgMEer(O)
2 = )
=M
B keeMg  (0) + (41 + Ra6 + kge)M . (0)
3 = //«L] — /12 )
—keeMg , (0) — (2 + Ro,6 + kGe)Mp , (0)
Ay = A -0

Assuming that ’szG — R2,E| < ke the eigenvalues of the
relaxation matrix become

1= =[(1 = pe)RoG + peR2 E],

6
Jo = —[(1 = pg)Rog + pER2 G + kex] ()

and the coefficients for the bi-exponential decay are

A= [(1=pe)(Rae — RaG) +keclMg , (0) +kecMy , (0)
(1=2pg)(Rog —Ro.G) +kex ’
[Pe(R2.6 — Ro.g) +kGelM g (0) — kegM . (0)
(1=2pg)(Roe —RaG) +kex ’
 keM . (0) + [pe(Ro.6 — Ro ) +kgelM . (0)

T (1=2pg)(Rog — Ro,) + kex ’

Ay=

4= (1 =2pe)(Rog — Ra6) +kex

(7)

A similar set of equations applies when both ground and
excited state magnetization are aligned along the z-axis, with
M and R, replaced by M, and R;. This assumes that the
phase cycle eliminates contributions from equilibrium lon-
gitudinal magnetization, as is commonly the case experi-
mentally (Sklenar et al. 1987; Vallurupalli et al. 2012).
Equations 2-7 are thus germane for CEST experiments in

_ —keeMg  (0)+[(1—pE)(Rop — Ra6) +keg)M , (0)

the case where the weak B field is not applied near resonance
frequencies of the ground or excited state spins.

Errors caused by using incorrect initial conditions
in fits of CPMG dispersion profiles

In order to first establish how boundary conditions influ-
ence the resultant dispersion profiles we have simulated
curves for a single residue obtained with initial conditions
of either (Mg (0),Mg(0)) = (pcM?,peMS) (‘equilib-
rium’ case) or (Mg (0),Mg(0)) = (pgM,0) (‘non-
equilibrium’ case). In panel a of Fig. 1| Awgg = 5 ppm, so
that the chemical shift exchange timescale is in the slow
regime for vepyg = 0 (ke/Awge ~ 0.3). The simulation
was carried out assuming that R, = 0 s~ for spins in both
states, noting that R, > 0 s~ ' only causes a systematic shift
to the dispersion profiles without changing the overall
shape. In the slow pulsing limit the system remains in slow
exchange and the decay profile of ground state magneti-
zation Mg, is independent of the initial value of Mg (0),
as described above (inset a in Fig. 1a). As CPMG pulses
are applied more frequently the effective shift difference
between spins in states G and E decreases so that the
system is driven into the fast exchange regime. Equa-
tions 2—7 establish that in the rapid pulsing limit the decay
of the ground state magnetization depends on Mg (0)
(insets b, c). Thus, differences in profiles are expected for
equilibrium and non-equilibrium conditions (Fig. 1a, blue
vs red curves). In particular, the different initial magneti-
zation conditions lead to a systematic shift in the plateau of
the CPMG dispersion profile, and the magnitude of such a
shift can be quantitatively evaluated based on equations of
the previous section. In the ‘equilibrium case’,
kGEMG’+(0) = kEGME’+(0), and for vepyg — oo, the
decay of Mg is mono-exponential, and given to good
approximation by Mg (1) = e’[(1”’5)R2~G+”5R2'E]1M67+(0)

(assuming

Ry 7R27E‘ & k). In contrast, in the ‘non-

equilibrium’ case where M, (0) =0 (CPMG element

after ¢, evolution) the decay of Mg . is bi-exponential

(1 = pe)(Rog = Rog +kex) —((1-pe)Ragrtpeosle

(1 = 2pg)(Rop — RoG) + kex
PE(RyG — Rop + kex)

(1 =2pg)(Rag — RaG) + Kex

MG.+(T) = MG,+(O)

e*[(I*PE)Rz EHPER Gtk

(3)

and the relative weights of the slow and fast decaying com-
ponents are well approximated by I — pgand pgrespectively.
For typical values of T, used in most CPMG experiments
(20-50 ms) the fast decaying component vanishes
during 7., and the decay of M becomes single expo-
nential, Mg (t) ~ (1 — pg)e I PoRectpeReclipg . (0) =

e*[(I*PE)RZ.G+PER2.E*IH(17PE)/T]TMG’+ (O) Thus the
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Fig. 1 Simulated 'SN CPMG relaxation dispersion profiles

(500 MHz) for a single residue undergoing two-site chemical
exchange. The following parameters were used: 7., = 20 ms,
pe = 0.10, k. = 500 s7L Dispersion curves in a and b were
simulated with Awgg = 5 ppm and Awge = 0.5 ppm respectively,

R oy (vepma = 00) values for ‘equilibrium’ and ‘non-equi-
librium’ cases will differ by —In(1 — pe)/Treiax =~ PE/Treiax
corresponding to the magnitude of the shift in plateau posi-
tions between the CPMG dispersion profiles that are illus-
trated in Fig. 1.

For exchanging spins where Awgg is much smaller
(Fig. 1b, dwgg = 0.5 ppm, k. /Awgr ~ 3) the system is
always in the fast exchange regime so that the ‘equilibrium’
and ‘non-equilibrium’ profiles are shifted by an identical
amount for all vepys values. In this case the same exchange
parameters will be obtained from fits using either of the two
boundary conditions. The two examples of Fig. 1, corre-
sponding to cases of slow and fast exchange in the absence of
pulsing, were chosen as extreme examples to illustrate in an
intuitive manner the range of errors that could be expected
when using incorrect initial magnetization conditions. In
practice, the analysis of CPMG data is carried out by a global
fitting of multiple residues that generally span a range of
exchange regimes (Korzhnev et al. 2004). Errors in fitting
parameters would thus be expected, in general, if the
boundary conditions used are incorrect.

In order to appreciate the magnitude of the errors
involved in what follows we consider the case where
CPMG relaxation dispersion profiles are recorded with
the ¢, evolution period preceding the CPMG interval,
t, — (6/2 — 180° — 6 — 180° — 6/2),, as for the amide
"H CPMG scheme of Ishima et al. (1999). In this case the
initial conditions become Mg (0) = peM, cos(wt),
Mg (0) = pgM. cos(wkty), neglecting the effects of
relaxation during the course of the delays in the pulse
scheme. Because the contribution from Mg (0) is
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using ‘equilibrium’ (blue) or ‘non-equilibrium’ (red) initial conditions
and assuming that R, = R,z = 0 s~ '. The insets in each panel
display magnetization decay profiles as a function of T, for
different vcpys6 values, with the magnitude of M sampled only at the
end of each CPMG pulse element (6/2 — 180° — &/2)

modulated by wf and not w§ during #;, while the CPMG
profile is derived from the intensity of the cross peak at
(0§, »5) (ground state correlation) there is effectively no
contribution from Mg (0) to the resultant dispersion
curve, so long as % # . Thus, the appropriate
boundary condition in fits of dispersion data in this case is
Mg (0) = 0. We have numerically simulated "N CPMG
profiles (Mg (0) = 0) for a range of exchange parameters
(400 57" < koe < 1500 571, 20 mS < Tee < 50 ms) using
38 ‘residues’ with Awgg values that are the same as those
experimentally determined for the L24A FF domain that
interconverts between folded (ground) and folding interme-
diate (excited) conformers (Korzhnev et al. 2010). Thus, a
range of chemical shift exchange time-scales is represented in
the complete data set, as would be the case in the analysis of
experimental profiles (see below). Data were generated at a
pair of B, fields (11.7 and 18.7 T) and then globally fit to a
two-site exchange model assuming that M¢ , (0) = pcM¢
and Mg . (0) = ppM¢, as is frequently done using conven-
tional programs. Output parameters were compared with the
input values to estimate the errors arising from using incorrect
initial conditions, Fig. 2, and the fitting errors are less than
10 % in most cases.

The magnitude of the fitting errors can be estimated in a
qualitative and intuitive manner for the case where data sets
recorded using ‘non-equilibrium’ initial conditions are ana-
lyzed using a model that assumes ‘equilibrium’ populations at
the start of the CPMG interval, as was done here. Since the
total size of the dispersion profile, corresponding to
Ry o(vepmc = 0) — Ry o(Vepyg = 00), 18 pekey in the slow
exchange limit and it is reduced by p /T, due to the upward
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Fig. 2 Systematic errors in exchange parameters result from fits of
>N CPMG profiles using incorrect initial boundary conditions. In all
cases, ‘non-equilibrium’ initial conditions were used to generate
simulated data that were then fit under the assumption of ‘equilib-
rium’ initial conditions. a—c Relative errors in pg, d—f relative errors
in k,,, g-i relative errors in Awgg. Errors in Awgg are obtained as
averages over all the residues included in the global fit of the data. a,

shift of the plateau in the ‘non-equilibrium’ case it might be
expected that the relative fitting error would be related to
PE/ T e1a)!(PEK.y), that is proportional to 1/(ke T ,erqy). Fig-
ure 2 plots relative fitting errors as a function of exchange
parameters pg, k., and T, As expected, relative fitting
errors show little dependence on pg but are closely related to k.
and 7., and can be well characterized using a simple func-
tional form A/(ko, T .14.) . Notably, py; values tend to be smaller
and k., larger than the input parameters, with the decrease in pg
larger than the increase in k,,, such that the product pgk,, is
smaller than the input. Although fitting errors are small
(<10 %) in most cases, relatively large errors are observed for
short 7., values and as k., approaches the lower limit for the
CPMG experiment, for example errors on the order of 20 % in
pgfor ko, = 400 s~ and T}y = 20 ms.

kex [$71]

i i 1 0 i i i i i i i
1000 1200 1400 1600 15 20 25 30 35 40 45 50 55
Treiar [MS]

d, g The red surface is the one generated via simulation with
pe = 5 % and the blue surface is generated by fitting simulated data
sets obtained with pr = 1, 5, 10 % simultaneously and given by the
equation in the upper left hand corners. In the remaining panels the
dashed and solid lines are generated with the fitted equation for the
error surface. Two sets of simulated fitting errors with different 7,
or k., are displayed in b and ¢. 4R, =0 s7!

We have also repeated the calculations for a number of
cases where ground and excited state spins have different
intrinsic relaxation rates, AR, = Ry g — R, ¢, Figures S1-
S3. The fitting errors are similar for different values of AR,
over the range of k., and T, that have been simulated with
the values of A and c¢ that describe the error curve,
Al(kexTrerar)S, listed in Table 1. Notably, errors increase as
AR, grows. This can be understood by noting that the relative
fitting error now becomes ~ (Pe/T o)/ (Pekex — PEARS)
since the size of the dispersion decreases by pgAR,. A
similar analysis to that given above but assuming ‘equi-
librium’ initial conditions and fitting with ‘non-equilib-
rium’ magnetization values (Figure S4, Table S1) also
establishes that small errors in exchange parameters are
obtained.
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Table 1 The pre-factor A and the exponential factor ¢, for the
equation A/(k.,Tyerqr)¢ describing the relative errors in fitting param-
eters when CPMG profiles generated with ‘non-equilibrium’ bound-
ary conditions are fit using equilibrium initial values of magnetization

AR, = 057! AR, =20 57! AR, = 200 s~!

A c A c A c
PE —-193  1.07 =201 1.08 —253 1.12
kox 85 118 9 1.21 161 131
AwgE 41 1.05 42 1.05 37 1.00

Errors caused by using incorrect initial conditions
in fits of CEST profiles

Prior to discussing the errors that derive from ‘incorrect’ fits
of CEST data we first illustrate the dependence of CEST
profiles on initial magnetization conditions by considering a
single residue, Fig. 3, as was done above in the analysis of
CPMG profiles. The most obvious consequence of the dif-
ferent initial conditions is the baseline shift in the CEST
profiles. When the weak B; field is not applied near the
resonance positions of spins in the ground and excited states,
magnetization for states G and FE is aligned along the z-axis
and the exchange regime is analogous to that of fast inter-
conversion discussed above for the CPMG experiment in the
limit where vepy — 0. In the case where the initial mag-
netization conditions are (Mg (0),Mg(0)) = (pcM?,0),
the magnetization that is effectively lost from state G is not
replenished through exchange with E, so that the intensity of
the signal from G (I in Fig. 3, where /,, is the corresponding
intensity for Tg, = 0 s™1) is reduced relative to the ‘equi-
librium’ case. This can also be seen mathematically using

(a) 1-0-=0444:o:.:..:"' ””””” .
1°l § e
OB I9 VP B B9 M T T TS T T T T T TTTOT) T L oW
0.8} e
—pekaTe:

0.6} 1.0 1-e

208

@ 0.6

o4
0.4 |- oo () S i s N oy N ]
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0.2 L 1.0
@ 0.6 :
goa
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—038 b
-0.2¢ 0 o 160 150 200 —e— R =057, equilibrium 1
T [ms] —e— R, =057, non-equilibrium
-10 =5 0 5 10

>N [ppm]

Fig. 3 '°N CEST profiles (600 MHz) for a single residue undergoing
two-site chemical exchange simulated with 7Tg, = 200 ms,
pe = 0.10, k., =50 s, dwgg =5 ppm, By = 25 Hz with 10 %
B; inhomogeneity (Vallurupalli et al. 2012), R; =0 s7! (a) and
Ry = 257" (b). Red and blue profiles were generated assuming ‘non-

@ Springer

equations analogous to those for the CPMG experiment.
For example, in the case where (M¢,(0), Mg (0)) =
(pcM?,peM?), the decay of the ground state longitudinal
magnetization is, to an excellent approximation, mono-ex-
ponential Mg_(t) = e~ [("PelRictPeRielpg , (0) (assuming
that ‘RI,G - R175’ < key), while for M ’Z(O) = 0 the decay is
bi-exponential (see Eq. (7))

(I —pe)(Rig — Rig + kex)

( )( ) e~ l(1=PE)R1 G+peR £]T
172p R, —Rig + Kex
Me:(x) = e Mg (0)
pE( G — Le+ ex) 67[(17PIT)RI.IT+I’FRI.G+]"«X]T
(1 =2pe)(Rig — Rig) + kex
9)

where the relative weights of the slow and fast decaying
components are 1 — pg and pg, respectively. For typical
values of k., and Tf, the fast decaying component should
vanish nearly completely and the magnitude of the baseline
shift in CEST profiles generated with ‘equilibrium’ and
‘non-equilibrium’ initial conditions becomes
pEe_[(l_PE)RLG"FPER].E]TEx.

The relative 1/, values for the dips in Fig. 3 can also be
simply understood. When the weak B, field (x-axis) is
applied near the resonance frequency of the exchanging
spin in the excited state, M precesses about the x-axis and
if the rate of precession is fast compared to k., net mag-
netization is not transferred from E to G, independent of
the initial boundary conditions, analogous to the slow
exchange condition in the CPMG experiment. A similar
situation holds in the case where the B, field is applied on
resonance with the ground state spin. Thus, 1/, values are
expected to be essentially independent of initial conditions
for both dips in the CEST profile, as observed in Fig. 3.
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equilibrium’ and ‘equilibrium’ initial boundary conditions, respec-
tively, and R, = R,z = 10 s™'. The insets in each panel display
the decay of ground state magnetization during T, for the B, field
applied at different N offsets
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Note that as R; increases (R; = 0 s 'inaand 2 s 'in b),

the shift in the CEST baseline decreases and the size of the
minor dip shrinks. For applications with very weak B
fields such that the rate of precession is slower than k,,,
small differences are, in fact, observed at the position of the
minor state dip for different initial magnetization condi-
tions, however, this effect is much less significant than the
baseline shift (Figure S5).

Figure 3 establishes that, as with CPMG profiles, CEST
curves also depend on initial magnetization conditions and
because CEST data sets can be recorded with #; chemical
shift evolution before (Vallurupalli et al. 2012) or after
(Bouvignies et al. 2014) Tp,, it is important that these
conditions be taken into account correctly in the analysis
of the relaxation data. In order to assess how sensitive
CEST profiles are to initial boundary conditions and the
resulting errors that are introduced to fitted parameters
from using incorrect boundary values we have simulated
5N CEST profiles for a range of k., and Tg, values,
50 s <k, <400s™', 100 ms < Ty, < 450 ms. As in
the CPMG analysis above, CEST data were generated
with ‘non-equilibrium’ initial magnetization and then fit
under the assumption of ‘equilibrium’ conditions, with the
reverse situation considered in Supporting Information
(Figure S6, Table S2). Simulations were performed for 21
residues using Awgg values that are the same as those
experimentally determined for a K52C mutant of human
telomerase factor 1, hTRF1, a small DNA binding protein
(Sekhar et al. 2015). Data sets at two B, fields (15 Hz and
30 Hz) were constructed and the resulting CEST profiles
fit globally to a two-site exchange model. The fitting
parameters were then compared with input values to
estimate the errors arising from use of the incorrect
boundary conditions. As with CPMG, fitting errors are
generally small, less than 10 %.

The magnitude of the relative fitting errors in CEST
experiments obtained by using incorrect initial magneti-
zation conditions can be estimated in a qualitative and
intuitive manner, as for CPMG. The major CEST dip
approaches zero in most cases due to saturation and most of
the information about the exchange is thus inferred from
the minor dip, whose height is approximately proportional
to ke Tepee X1 7E, Since the incorrect boundary condition
causes a baseline shift of ~pge ®17& as discussed above,
effectively diminishing the size of the minor dip, the rel-
ative fitting error becomes proportional to the size of the
baseline shift divided by the minor dip size, which is
1/(k, Tg,). Figure 4 shows the errors obtained from fitting
data generated with the ‘non-equilibrium’ initial magneti-
zation condition to a model that assumes ‘equilibrium’
initial magnetization, as a function of pg, k.., and Tg,. As
for the CPMG case the 3D error surface is well

characterized using the functional form A/(k,,Tg,)", with
¢ increasing slightly as R, deviates from 0 s~'. Although
fitting errors are small (<10 %) in most cases they do
become relatively large as k., decreases to near the lower
limit of the CEST experiment and Tg, is short (e.g.,
~40 % fitting error in pg for k., = 50 s7! and
Tk, = 100 ms). Simulations were also performed using
different AR, values (20 or 200 s~ '), with similar results to
those obtained for 4R, = 0 s~ ' (Table 2).

Examples from experimental CPMG and CEST
data

Having established through simulation that relatively small
errors in extracted exchange parameters are obtained by
fitting data using incorrect initial boundary conditions we
next analyzed experimental '’N CPMG and '°N CEST data
sets to show that indeed this is the case. Experimental
CPMG data sets were measured on L24A FF that has been
characterized in detail previously (Korzhnev et al.
2010, 2011). We have analyzed the data assuming either
‘equilibrium’  or ‘non-equilibrium’ 1initial conditions
(Fig. 5a). Since the dispersion profiles were recorded using
a pulse scheme whereby the CPMG period precedes f,
evolution (Vallurupalli et al. 2007), accurate exchange
parameters should only be obtained from fits where ‘equi-
librium’ initial magnetization values are used in the analysis
(blue distribution of Fig. 5a). Relatively small differences in
peand k., values are obtained from the fits (compare red and
blue distributions), with errors on the order of 10 and 3 %,
respectively. In a similar manner CEST data, recorded on
the K52C mutant of hTRFI that interconverts between a
populated ground state and a sparse unfolded ensemble
(Sekhar et al. 2015), were obtained using an experiment that
places the CEST element prior to #; (Vallurupalli et al.
2012), so that the correct data analysis uses ‘equilibrium’
initial conditions. Very small (but quantifiable) errors are
obtained when the data is analyzed incorrectly, as indicated
in Fig. 5b. The errors in pg and k., values observed in fits of
the experimental data, that consist of residues covering a
range of chemical exchange time-scales (Figure S7), are
consistent with predictions based on simulations (see Sup-
porting Information).

Dependence of amide 'H R, decay profiles on initial
boundary conditions

In the previous sections we focused on the differences in
CPMG and CEST relaxation profiles of ground state spins
(pg > pg) that arise from varying the initial magnetization
conditions. Here we explore how such initial conditions can
influence relaxation profiles of excited state magnetization
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Fig. 4 Errors in exchange parameters derived from fitting ‘>N CEST
profiles generated using ‘non-equilibrium’ initial conditions and fit
with equilibrium values of ground and excited state magnetization. a—
¢ (d-f) Relative errors for fitted values of pg (k). b, ¢ Two sets of

Table 2 The pre-factor A and the exponential factor ¢, for the
equation A/(k..Tk,)¢ describing the relative errors in fitting parameters
when CEST profiles generated with ‘non-equilibrium’ boundary
conditions are fit using equilibrium initial values of magnetization

R =05s"" R =2s"" R =4s7!

A c A c A c
PE —217 1.18 —245 1.22 —278 1.26
kex 192 1.35 322 1.54 576 1.77

The ground and excited state spins are assumed to have the same R,
rate, indicated in the top horizontal line

that is monitored. We consider the case where protein (the
‘excited’ state) amide protons exchange with the surrounding
reservoir of water (ground state) protons, with the detection of
exchange carried out by monitoring the time dependence of
protein magnetization in an R), type of experiment (Ishima
et al. 1998). In this example we have chosen an intrinsically
disordered protein of 150 residues, 4E-BP2 (Bah et al. 2015),
and measured amide 'H R, rates using three different
experimental schemes illustrated schematically in Fig. 6,
30 °C, pH 6.5, where exchange of labile amide protons with
water is expected to be substantial (Bai et al. 1993).

All 3 schemes are based on the HSQC pulse sequence,
indicated schematically in Fig. 6, with amide 'H R, p Tates
quantified by measuring the intensities of ('°N, 'H) correla-
tions in 2D spectra. In schemes 1 and 2 the 'H spin-lock,
denoted by the rectangular element of duration 7., is placed
prior to ¢, while it is located immediately after the ¢, period in
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simulated fitting errors for pgy with different Tg, or k., values are
displayed. A value of Ry = 2 s~' was assumed for both ground and
excited state spins

scheme 3. A relatively strong "H spin-lock field is employed
(~ 6 kHz) so that in what follows we assume that the effective
chemical shift difference between amide proton and water
spins approaches zero (Awgg ~ 0). In scheme 1 the water
magnetization is dephased initially by the application of a
water selective pulse followed by a crusher gradient while
water is preserved in the other two experiments through the
application of selective pulses that restore solvent magneti-
zation to the z-axis (Grzesiek and Bax 1993). The pulse
schemes used are available from the authors upon request.
Equations 1-5 (see above) are germane for the examples
considered here with pr < 1, however the inequality
|R1 .G — R1p7E| < kex need not hold presently. It follows,
therefore, that 1; >~ —R1, G, A2 =~ —Ri, g — kex (Eq. 4).

In scheme 1 M . (0) = 0 since water magnetization is
fully eliminated and the decay of amide 'H magnetization
is described by

pEkex eiR""GT
M ( ) Rlp7E _R1p7G +kex M (O)
E+\T) = E+
n Ripe—Ripc+ (1 — pE)ke o (Ripp+ke)T
Ripe —RipG + kex
~ ei(RULEJrk(JX)TMEAJr(0)'
(10)

The slowly decaying component (first term) can be
neglected in this context since the magnitude of amide 'H
magnetization is much smaller than water (py; ~ 0.001 %)
(Yuwen and Skrynnikov 2014). Therefore the decay is
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Fig. 5 Bootstrap analysis (Press et al. 1998) of experimental a >N
CPMG relaxation dispersion data (L24A FF) and b SN CEST data
(K52C hTRF1) with the number of bootstrap repeats N = 1000.
Mean values of exchange parameters from analysis of CPMG data are
pe =45 % and k,, = 614 s~1, fit under the (correct) assumption of
‘equilibrium’ boundary conditions and pg = 5.0 %, ke, = 597 s7!
when fit assuming ‘non-equilibrium’ boundary conditions. Mean

essentially mono-exponential. By contrast, in scheme 2 the
system is at equilibrium at the beginning of the 'H spin-
lock so that keMj; , (0) = koM, (0), and the amide 'H
magnetization decay is bi-exponential

k” e*Rlp,GT
Ripe — RipG + kex
M T) = ' M 0).
£+(7) Ripr— Ripo £+ (0)

e~ (Ripe+kex)T

Rlp‘E - Rlp,G + kex
(11)

In practice, since the transverse water magnetization
relaxes much more slowly than transverse amide 'H
magnetization (R, ¢ < Ry, ), the slowly decaying com-
ponent (first term) can be treated as a constant during the
short 'H spin-lock interval so that the evolution of amide
"H magnetization can be described by a modified mono-
exponential decay function of the form Ae %" + C
(Fig. 6). Finally, scheme 3 measures the decay of anti-
phase amide proton magnetization. In this case magneti-
zation decay profiles are expected to be similar to those
generated from scheme 1 since in both cases the effective
initial boundary condition for water is Mg ,(0) = 0, lead-
ing to an increase in the apparent relaxation rates of amide
proton spins by k.. However, rates measured from
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values of exchange parameters are pr = 11.8 % (12.1 %) and
kee = 180 s7' (177 s™") for CEST data fit with ‘equilibrium’ (‘non-
equilibrium) initial conditions. Since both experiments place 7', Or
Tk, before the #; evolution period and include equilibration elements
before and after T, /Tg. (Hansen et al. 2008) data analysis using
‘equilibrium’ initial boundary condition is correct

schemes 1 and 3 are not expected to be identical since, as
described by Ishima et al., placement of the "H spin-lock
element after f#;, eliminates contributions to R;, from
'"H-'H dipolar cross-relaxation (Ishima et al. 1998), such
that decay rates measured from scheme 3 are expected to
be lower than those obtained with scheme 1. For example,
R, rates for schemes 1 and 3 are given by

9 yyh’
Riplike = %yfé §*t.  (scheme 1),
r
HH (12)
LyhR?
Ripuniike = 5~ 6— 57 (scheme 3)
HH

with predicted differences on the order of ~15 s for a
protein tumbling isotropically with a correlation time (7.)
of 5ns, assuming an order parameter $2 =1 and an
effective 'H-'H distance (rgy) of 1.82 A, as would be
expected for a fully protonated sample.

Figure 6 shows decay profiles measured for a pair of amide
'H spins in 4E-BP2. The pronounced biexponential decay of
transverse magnetization obtained via scheme 2 is obvious, as
is the mono-exponential decay of magnetization recorded via
schemes 1 and 3. Differences are observed experimentally
between schemes 1 and 3, as expected, where R,, rates
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Fig. 6 'H intensity decay profiles measured in R; p €xperiments
(scheme 1-3) depend on initial boundary conditions. Schemes 1 and
2 place the 'H spin lock (represented by the long rectangles) before
the "N chemical shift labeling period (z,), while scheme 3 places the
spin lock after #;. Scheme 1 applies an additional 90° selective pulse
on water (indicated by the blue half rounded rectangle) before a purge

measured with scheme 1 are, on average, 6 s larger than
those measured with scheme 3 (Figure S8). It is clear that
initial boundary conditions are critical in this class of exper-
iment and that the differences are much more pronounced
when the sparsely populated state is detected than when the
ground state is observed.

Conclusions

In the past several years a number of different spin relax-
ation experiments have been developed for probing con-
formationally excited states of biomolecules in solution.
Central have been CPMG- and CEST-based schemes for
the measurement of ms (or slower) chemical exchange
processes that are often of great relevance for biological
function. Given the potential of these experiments and their
growing popularity it is important that data analyses be
carried out as rigorously as possible, taking into account
experimental details that often vary from one

@ Springer

5]
\ f ZHYNZ
141

HSQC
MHZ() =0
Mpral = MOp
HSQC
MHZ() = MOw
Mprol = MOp
M0 = Mow

Mpml = MopCOS(wptl)
2HyN, — H,

=
=}

Qu oo L L L Lo —©— scheme 1]
: : : : —©— scheme 2
—©— scheme 3 ||

o
o)

Relative intensity
o
(o)}

[0 O N S
02 S REREE EELEILEELE IR EEREE SRLE e
R20 : ‘ : ‘ ‘ ‘

00 i i i i i i i i
0 5 10 15 20 25 30 35 40 45

Trelux [ ms]

gradient (represented by the grey rectangle) to fully eliminate water
magnetization prior to T,.,,. The decay profiles for residues G6 and
R20 of the intrinsically disordered protein 4E-BP2 obtained with
schemes 1-3 are illustrated. Profiles from schemes 1 and 3 decay in a
mono-exponential manner, while decay profiles from scheme 2 are
more complex due to solvent exchange

implementation to the next. Here we have examined how
initial boundary conditions can influence both CPMG and
CEST profiles and, importantly, the resulting errors that
occur when incorrect initial magnetization conditions are
used in data analysis. This is particularly relevant since the
majority of analyses assume equilibrium values of ground
and excited state magnetization at the start of CPMG/CEST
relaxation elements and this assumption is not necessarily
correct. In general, it is advisable to take boundary con-
ditions into account in all analyses of CPMG/CEST data
without a priori (and potentially incorrect) assumptions. In
the case where the relaxation elements precede #; it is
reasonable to assume that the initial magnetization values
are simply those present at equilibrium. This is, however,
complicated by the fact that magnetization from spins in
ground and excited states will decay differently during
magnetization transfer elements, in general, and it is
becomes difficult, therefore, to accurately obtain correct
estimates for the initial conditions. We recommend,
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therefore, placement of equilibration periods prior to the
CPMG/CEST relaxation elements, recognizing that for
systems in relatively slow exchange full equilibration is
unlikely to occur. The ‘cleanest’ experimental approach is
to place #; prior to CPMG/CEST delays as then the
boundary conditions are well approximated by (pg, 0) for
the ground and excited state components, respectively, so
long as chemical shifts of spins in each state are non-de-
generate. While correct boundary conditions can thus be
obtained, independent of differential relaxation of spins in
the interconverting states, it is not possible to preserve both
coherence pathways using this approach and thus experi-
mental sensitivity is reduced by as much as 40 %. Fortu-
nately, as we have shown, errors in the resulting fitting
parameters from using incorrect boundary conditions are,
in general, small and typically less than 10 % of the actual
value. As k., decreases to values that are at the low end for
CPMG or CEST experiments, 400 and 50 s~', respec-
tively, fractional errors can increase to 20-40 % and
analyses, especially in these cases, must be carried out with
more care.
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