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The importance of dynamics to biomolecular function is becoming increasingly clear. A description of the structure-function relationship must,
therefore, include the role of motion, requiring a shift in paradigm from focus on a single static 3D picture to one where a given biomolecule is
considered in terms of an ensemble of interconverting conformers, each with potentially diverse activities. In this Perspective, we describe how
recent developments in solution NIMIR spectroscopy facilitate atomic resolution studies of sparsely populated, transiently formed biomolecular
conformations that exchange with the native state. Examples of how this methodology is applied to protein folding and misfolding, ligand
binding, and molecular recognition are provided as a means of illustrating both the power of the new techniques and the significant roles that
conformationally excited protein states play in biology.
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The field of structural biology emerged from
seminal X-ray diffraction studies of biomole-
cules such as DNA (1), myoglobin (2), he-
moglobin (3), and lysozyme (4) that were
carried out over 50 years ago. Since these
landmark investigations, our knowledge of
the relation between structure and function
has greatly expanded, driven by significant
improvements in both experimental and
computational approaches and, of course,
by the exponential increase in the number
of structures that are now available. Despite
tremendous advances, structural biology
remains largely focused on studies of
the lowest-energy conformational states of
biomolecules, and although there are notable
exceptions (5), the end game often remains
the determination of a single static 3D struc-
ture that is then used as a starting point for
understanding molecular function. It is be-
coming increasingly clear, however, that this
narrow approach is not sufficient and that
a description of molecular structure must
take into account conformational fluctua-
tions that can occur over a broad range of
both time and length scales.

The conformational space that can be ex-
plored by a given biomolecule is usually ex-
plained by invoking the concept of an energy
landscape (6), a multidimensional hypersur-
face that governs the thermodynamics and
kinetics of conformational transitions (7, 8).
Because biomolecular stability is dictated by
the sum of a large number of attractive and
repulsive interactions of similar strength, the
resultant free-energy landscape is rugged (9),
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with the global minimum in the surface
thought to correspond to the native state of
the biomolecule. In addition, there are often
local minima that are separated from the
global minimum by free-energy barriers that
can be overcome by thermal fluctuations.
These low-lying conformationally excited
states have remained elusive to quantitative
investigation because their sparse population
and transient nature complicates their study
by conventional structural biology techniques
that are so powerful for characterizing highly
populated, ground-state conformers.

In this Perspective, we concentrate on the
progress that has been made in providing an
atomic-level description of low-lying excited
conformational states of both proteins and
nucleic acids using emerging solution NMR
methods that bring invisible conformers into
focus, rather than presenting a more com-
prehensive account of the many different
NMR methodologies for studying biomolec-
ular dynamics that are now available. Struc-
tures of a number of excited-state confor-
mations, chosen from examples involving
protein folding and misfolding, molecular
recognition, and ligand binding, illustrate
both the impact of these new approaches
and the detailed atomic-resolution infor-
mation that can now be obtained.

NMR Methods for Studying Excited
Biomolecular Conformations

Consider an exchange process in which
a highly populated and long-lived ground-
state conformer, G, exchanges with a sparsely

populated, transiently formed excited state,
E (Fig. 1A). The exchange rate constant for
the interconversion between the two states
is denoted by k., = kgg + kgg and defines
a timescale for the exchange process, T, =
1/k,,. In this Perspective, we focus on cases
where the fractional population of the excited
state, pg, is no more than a few percent and
where spectra from E cannot be observed
directly (Fig. 1B, Left). Detailed structural
information on E can still be obtained, how-
ever, from the observed spectrum that es-
sentially corresponds to that of the ground
state by using a variety of methods, such
as chemical-exchange saturation transfer
(CEST) (Fig. 1B, Right) (10, 11), Carr-Purcell-
Meiboom-Gill relaxation dispersion (CPMG
RD) (Fig. 1C) (12, 13), Ry, (12), or paramag-
netic relaxation enhancement (PRE) (Fig.
1D) (14). Each of these methods is sensitive
to a different range of exchange timescales,
Tew and they can be further separated on
the basis of the type of structural data that
they generate. For example, CEST and RD
provide site-specific chemical shifts of E
that are then used in concert with chemical
shift based structure prediction algorithms
and a database of structures of protein frag-
ments to determine the conformation of the
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1D energy landscape showing the ground state of a protein in exchange with a thermally accessible excited state.
Exchange between G and E is in the microsecond-to-millisecond regime, with ps << pg. (B) Schematic (Left) showing
a small region from a standard '>N-"H Heteronuclear Single Quantum Coherence dataset. The peak derived from state
E (dashed black) is not visible in a typical spectrum and is shown here only for clarity. The CEST profile (Right) is
obtained by varying the '>N frequency of a weak radio frequency (B,) field. Reduction in resonance intensity (///,) of
the ground-state peak is seen when irradiation frequencies correspond to resonance positions of G or E. Consequently,
Awge can be readily obtained from the CEST profile. (C) CPMG RD profiles, R, ¢ Vs. Vepmg, for different Awge values (0
ppm, black; 1.7 ppm, red; 6.8 ppm, green). Values of R, . are calculated from intensities of correlations derived from
the ground state as a function of pulsing frequency. Higher pulsing frequencies more effectively refocus the dephasing
(excess peak line width) arising from exchange, resulting in narrower peaks and smaller R ¢ values. CPMG dispersion
profiles can be fit to extract Awg, values and exchange parameters. (D) Cartoon representation of a protein labeled
with a paramagnetic spin label (black) that exchanges between a ground-state conformation and a compact excited
state. The shaded circle represents the sphere of influence of the spin label. The regions of the protein that are

proximal to the unpaired electron, and, hence the pattern of PREs, are clearly different in the two states.

excited state (15, 16). The development of
structure calculation methods relying on
chemical shifts rather than conventional
NOE distance restraints has played a pivotal
role in determining excited-state structures
(17-19), as described in several examples
below. In contrast to CEST and RD ap-
proaches, PRE-based measurements pro-
vide distances between NMR active nuclei
and the unpaired electron of an attached
paramagnetic spin label that is used to probe
molecular structure. These distances are then
used as restraints in molecular dynamics
calculations to visualize structures of the
transiently populated ensemble (14).
Like other methodologies described in this
section, the CEST experiment (Fig. 1B) was
developed close to a half-century ago (20)
and applied to biomolecular systems shortly
thereafter (21, 22). The use of the CEST ap-
proach to amplify signals (23, 24) arising
from sparsely populated biomolecular states
in exchange with a ground conformation is,

however, more recent (10, 11). Typically, the
method is applicable for systems where k,, is
between 20-300 s~ and pg is >1% (11). In
the CEST experiment, a weak radiofrequency
(rf) field is applied at frequencies (one at
a time) spanning the entire range of chemical
shifts of a particular nucleus (for example,
amide "°N). The weak rf perturbation causes
a substantial and irreversible loss in signal
intensity of the ground-state peak if it is ap-
plied proximal in frequency to it. More im-
portant, a loss in intensity of the ground-state
peak also occurs if the rf field is applied at
a frequency near that of the corresponding
peak in the excited state because the effect of
the perturbation on E is transferred to G by
the exchange process connecting the two
states. Thus, a CEST profile as in Fig. 1B is
obtained, graphing the normalized ground-
state peak intensity, I/I,, as a function of the
rf irradiation frequency. Large chemical shift
differences (Awgg) between the ground (w)
and excited states (wy) can be read off the
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CEST profile (Fig. 1B), whereas smaller
Awgg values can be obtained by numer-
ical fits of the profile to the appropriate ex-
change model.

As k,, increases to between 200-2,000 s,
PE > 1%, the CPMG RD experiment becomes
the method of choice (12, 13). Here, the ef-
fective transverse relaxation rate of a ground-
state spin, (R, .¢ proportional to the line
width) is recorded as a function of the rate of
application of chemical shift refocusing
pulses, Vcppg. These pulses systematically
modulate R4 producing RD profiles (R, 4
vs. Vepmg) of the sort illustrated in Fig. 1C
that depend on k., pp, and Awgg. As illus-
trated, the shape of a RD profile can be ex-
tremely sensitive to the magnitude of Awgg,
with k., pg, and Awgg extracted by fitting
the curves numerically to a model of chem-
ical exchange.

As the exchange rate increases, it is no
longer possible to pulse fast enough to sig-
nificantly affect relaxation rates. In this case,
rotating frame relaxation rate (R;,) mea-
surements are performed (25). These experi-
ments are conceptually similar to CPMG RD
methods, with the variation of R;, as a func-
tion of rf field strength and offset providing
a sensitive measure of exchange rates and, in
favorable cases, also of chemical shifts. Recent
applications of the R;, technique have in-
cluded studies of rate processes with k., as
fast as 40,000 s™' (26-28).

PRE measurements become powerful in
the case of rapidly exchanging conforma-
tional states where the effective R, values of
NMR spins are population-weighted averages
of rates in the G and E states (14). The PRE
effect originates from magnetic interactions
between the target NMR active spin that is
separated by a distance r from an unpaired
electron in a paramagnetic center (Fig. 1D,
black circle) attached to the biomolecule of
interest. The 7°® dependence of the PRE effect
provides distance information that can ex-
tend up to 35 A depending on the electron
source (14). In cases where electron-nuclear
distances are substantially smaller in E than
in G, the corresponding spectra of the G state
are only relatively slightly affected by the
paramagnet so that accurate R, values can be
measured. Because these rates are related
directly to distances in the excited state, they
can be used in molecular dynamics compu-
tational protocols as distance restraints for
structure refinement (14).

Formation of Nonnative Structure Along
a Folding Pathway

Studies of protein folding have long been
of scientific interest (29), but they have as-
sumed even more importance recently with
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the realization that folding intermediates may
play central roles in nucleating the aggrega-
tion of proteins implicated in disease (30).
Thus, understanding the pathways by which
proteins fold can provide insight not only
into how the primary amino acid sequence
encodes tertiary structure but also, perhaps,
about how improperly folded states can be
generated that then serve as scaffolds for
aggregation and self-assembly. One system
that has emerged as a prototype in studies
of folding is the FF domain from human
HYPA/FBP11 (31), a 71-residue, four-helix
bundle that has been shown by stopped-flow
fluorescence (32) and RD NMR methods
(33) to fold via an on-pathway intermediate
(I). Formation of I from the unfolded state
(U) occurs on the microsecond timescale (32),
whereas the transition between I and N is
slower (kpn, ~2,000 s™%; 25 °C) for the wild
type (wt) domain (33) and corresponds to
the rate-limiting step for folding. At equi-
librium, 25 °C, and in the absence of
denaturants, state I is populated at 1%, with
an average lifetime (t; = 1/k;y) of 0.5 ms
(Fig. 2A), and it cannot be directly ob-
served in NMR spectra (17).

The structure of I was solved recently (17)
by CPMG RD methodology using backbone
>N, *C, and 'H chemical shifts and amide
bond-vector orientations (34) in conjunc-
tion with CS-Rosetta, a chemical shift-based
structure-prediction program that relies on a
database of peptide fragments from high-
resolution protein structures (15). Whereas
helices H1 and H2 are native-like in I there
are also nonnative features (Fig. 24), most
notably that helix H3 is longer in I, whereas
H4 is shorter and incompletely formed com-
pared with its counterpart in N. The longer
H3 helix docks against helices H1 and H2,
forming unique patterns of nonnative hy-
drophobic contacts, as can be seen in Fig. 24
(17). Because the intermediate is on-pathway
(32, 33), its structure provides a direct view of
the sequence of events occurring during the
folding of the wt FF domain, with helices H1
and H2 forming a folding core that serves as
a template for the organization of the rest of
the structure. Furthermore, the structure of
the intermediate reveals why the I to N
transition is rate limiting, because a number
of nonnative, yet stabilizing interactions must
be broken before adopting the native fold.

As a test of the hypothesis that nonnative
contacts in I are responsible for slowing
folding, an L24A mutant FF domain was
studied that folds from an on-pathway in-
termediate with a rate constant of ~500 s~
(30 °C), fourfold slower than for the wt FF
domain (35). The structure of the L24A FF
folding intermediate determined by RD
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Fig. 2. Transient intermediates along the FF domain folding pathway. Structures of the N [Protein Data Bank (PDB) ID
code 1UZC for wt] and | (PDB ID codes 2KZG and 2L9V for wt and L24A) states of wt (A) and L24A (B) FF domains. The
exact values of rate constants and populations differ slightly depending on the isotope-labeling scheme used and
sample conditions. Side chains making nonnative hydrophobic contacts in each of the | states are highlighted and
colored according to the secondary structure element from which they originate. Y49 flips from inside the core of the
protein to the outside during the L24A FF domain I-to-N transition. (C) A model for FF folding depicting both the
folding and the dimerization pathways. (A and B are adapted from ref. 35.)

NMR derived constraints is very similar to
that of the wt I state. However, the cavity
created by mutating the large hydrophobic
L24 side chain to Ala is filled by Y49 (Fig.
2B), a conformation that is not possible in the
wt intermediate. Additional nonnative con-
tacts are, thus, formed relative to the wt I
state that likely play a role in further slowing
the folding rate (35).

Although there is a large body of in-
formation about how mutations affect a pro-
tein’s native state, much less is known about
the plasticity of excited-state conformers. A
recent CEST study of the A39G mutant FF
domain (36) establishes that the I state °N
chemical shifts are very similar to those of the
wt intermediate, indicating that the A39G
mutation only minimally perturbs the struc-
ture of I.

It is, of course, naive to assume that the
folding pathway of any protein involves only
a single intermediate. However, in the types
of NMR experiments described above, tran-

sitions from the I state of the FF domain to
additional intermediate states remain “hid-
den” by the presence of the native conformer.
Therefore, a truncation mutant lacking H4
was designed as a mimic of the intermediate
state. Because H4 is poorly formed in the
intermediate, the mutant construct desta-
bilizes the N state of the wt FF domain,
without introducing significant changes to I
(37). In this manner, I becomes the dominant
conformation in solution and is now “visible”
using standard NMR methods. The structure
of the truncated mutant was determined us-
ing classical NMR approaches and shown to
be the same as that of the invisible I state
elucidated as described above (38). The im-
portance of cross-validating structures of ex-
cited states via traditional NMR studies of
designed, stabilizing mutants cannot be
overemphasized, especially given that the
development of the RD methodology is still
progressing. In this case, the designed mimic
had a further advantage in that it could be
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used to probe additional pathways from I.
Notably, the I conformer was shown to di-
merize, hinting that the intermediate may
serve as branching point between folding and
misfolding (Fig. 2C) (37).

On the Edge Between Protein Folding
and Aggregation

Although it is understood that partially fol-
ded intermediates can play critical roles in
misfolding and aggregation into insoluble
B-sheet-rich fibrillar aggregates (39), so-
called amyloid fibrils, the detailed mecha-
nism by which this occurs is less well ap-
preciated. One such system for which atomic
resolution information is now available is the
A39V/N53P/V55L Fyn SH3 domain (18), a
66-residue fragment that folds from U via an
on-pathway intermediate (40). In its native
state, the SH3 domain forms an incomplete
five-stranded antiparallel p-barrel (41) (Fig.
3A). Backbone N, *C, and 'H chemical
shifts, as well as orientational restraints for
the A39V/N53P/V55L Fyn SH3 I state, were
obtained using CPMG RD methodology and
subsequently used in a CamShift restrained
molecular dynamics computational protocol
(16) to arrive at a structure for I (Fig. 3A).
Residues 57-59 are disordered in the I
structure, so that p5 has not yet formed. In
the absence of its partner strand p5, p1 as-
sociates more closely with f2 by forming
a nonnative hydrogen bond between T2 and
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Fig. 3. An excited state of the Fyn SH3 domain at the
interface between folding and misfolding. (A) Three-
dimensional structures of the N (PDB ID code 2LP5) and |
(PDB ID code 2L2P) states of the A39V/N53P/V55L Fyn SH3
domain, color-coded according to the surface aggregation
propensity score (S.gq) (91). F4, which fills the position
occupied by 5 in N, is shown in stick representation (gray).
(B) A39V/N53P/V/55L Fyn SH3 A(57-60), a structural mimic
of | as seen from chemical shift correlations (Left Inset),
aggregates in a time-dependent fashion leading to a loss in
intensity of NMR resonances in "H-'>N HSQC datasets with
concomitant formation of amyloid fibrils that can be visu-
alized in an electron micrograph (Right Inset). (Adapted
from ref. 18. Reprinted with permission from AAAS.)

128, whereas F4 changes in orientation to
occupy the space of f5 in the native state,
thereby partly compensating for the loss of
packing interactions in I (Fig. 3A) (18). Most
importantly, in the absence of a fully formed
B5, strand P1 that is rich in hydrophobic
residues becomes exposed and serves as a
starting point for self-association.

The structure of I was validated by making
the A39V/N53P/V55L Fyn SH3 A(57-60)
truncation mutant that is predicted to adopt
a structure similar to that of I (18). A com-
parison of "N chemical shifts of this in-
termediate state proxy with those of I (Fig.
3B, Inset) establishes that indeed the A(57-
60) mutant is a good mimic. Furthermore,
under NMR conditions, the mimic forms
fibrils that have amyloid-like characteristics
(Fig. 3B, Inset); notably both wt Fyn SH3
A(57-60) and wt Fyn SH3 A(56-60) also
form similar fibrillar aggregates, whereas
other mutants that populate the U state as
high or higher than the mimic do not. This
suggests that, at least in the case of the Fyn
SH3 domain, it is not the globally unfolded
state but rather the thermally accessible ex-
cited state I that is critical for aggregation and
fibril formation.

Evolving Protein Function by Altering
the Energy Landscape

Protein function and misfunction often crit-
ically depend on the interconversion between
different molecular conformations that can
have diverse biological activities (42). A de-
tailed characterization of each conformer
is, therefore, relevant for understanding the
structure-function paradigm that, in turn,
can lead to new ways of engineering novel
functions through the introduction of a small
number of key mutations.

By means of example, consider the sub-
stitution of Ala for Leu at position 99 of T4
lysozyme (L99A T4L) that creates an internal
cavity of ~150 A® (43). The cavity can ac-
commodate hydrophobic molecules such as
substituted benzenes (Fig. 4 A and B), and
detailed X-ray diffraction studies have estab-
lished that the ground-state conformations of
wt and L99A T4L are virtually identical (44).
However, CPMG RD measurements show
that L99A T4L is dynamic on the millisecond
timescale, unlike the wt protein (45). These
dynamics are the result of exchange between
the native state and an alternative confor-
mation that is populated to ~3% at room
temperature. The structure of this excited
conformer has been determined from back-
bone "N, "°C, and 'H chemical shifts ob-
tained using CPMG RD experiments in
concert with a CS-Rosetta structure refine-
ment protocol (19) (Fig. 4C).
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Fig. 4. Probing the structure-function relationship at
different points on the energy landscape. (A) Ground-
state X-ray structure of L99A T4L (PDB ID code 3DMV),
color-coded according to the magnitude of chemical shift
differences (Awgys) between the ground and excited
states (19). The gray mesh delineates the cavity that
results from the L99A mutation. (B and C) Comparison of
the C-terminal domain of L99A T4L in the ground (PDB ID
code 3DMX) (B) and excited (PDB ID code 2LCB) (C)
states, highlighting the different orientations of the F and
G helices in each of the conformers. The F114 side chain
that rotates into the cavity in the excited state and the
bound benzene in the ground state are shown using
space-filling representations. (D) The ground and excited-
state populations can be manipulated by a small number
of mutations. G (Left) and E states become comparable
in population in the L99A/G113A construct (Center), as
seen in ">C-"H correlation spectra. The new set of peaks
(red) have chemical shift values that are in excellent
agreement with those obtained for state £ from fits of the
L99A CPMG RD profiles. Populations of the ground and
excited states are inverted in L99A/G113A/R119P T4L
(Right), as the ground-state peaks (blue) disappear from
the NMR spectrum. The affinity of T4L for ligand in each of
the constructs is indicated. [Adapted by permission from
Macmillan Publishers Ltd: Nature (19), copyright 2011.]

A comparison of the native (Fig. 4 A and B)
and excited-state (Fig. 4C) structures reveals
that conformational changes are localized
near the cavity and that helices F and G,
which are perpendicular in the ground con-
former, form a single long helix in the excited
state. Furthermore, in the excited state, the y
backbone dihedral angle of F114 changes from
+49° to —36° and the rotation of the side-chain
X1 torsion angle from gauche to trans positions
the F114 side chain into the cavity to occupy
the space of L99 in the wt protein (19).

Rosetta structure-based design calculations
were used to generate mutants that stabilized
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the excited state. For example, G113A sta-
bilizes the long contiguous F-G helix in the
excited state by replacing a helix destabilizing
residue (G) with one that favors helical
structure (A). A further mutation, R119P,
destabilizes the ground conformer because
of steric clashes between Pro119 and Thr115.
Notably, the chemical shifts of L99A/G113A/
R119P T4L are identical to those of the
excited state of L99A T4L, demonstrating
that an inversion of populations has been
achieved by the G113A, R119P mutations.
Further studies establish that only the ground
state can bind benzene, as expected, because
the positioning of F114 into the cavity in the
excited state precludes ligand binding in this
conformation (19). The excited-state struc-
ture, thus, provides a framework for under-
standing how to manipulate the delicate
balance between states on a rugged protein
energy landscape, leading ultimately to a
change in function. It also illustrates how
this might happen naturally during evolution
as a result of mutations, such as the G113A/
R119P substitutions described here, to gen-
erate protein folds with distinct function-
alities (Fig. 4D) (46).

Structural Plasticity of DNA and
Implications for Molecular Recognition
In the canonical view of the structure of
DNA the two strands of the double helix are
linked by Watson-Crick base pairs. The lin-
ear nucleotide sequence then forms the ge-
netic code that is used to establish a protein’s
primary structure (47). However, it is in-
creasingly clear that recognition of specific
DNA sequences by DNA-binding partners
involves more than a simple linear code and
that the inherent plasticity of certain DNA
sequences provides a second type of mecha-
nism that regulates the specificity and affinity
of interactions with target molecules (48).
Remarkably, transiently populated DNA
conformations have now been detected at
single A-T or G-C base pairs occurring at
CA/TG steps in naked double-stranded
canonical DNA duplexes (49). These con-
formationally excited states have been char-
acterized using on- and off-resonance >C
R;, RD experiments, using DNA sequences
such as the one shown in Fig. 54, for which
excited-state populations of ~0.5% and life-
times between 0.3-1.5 ms are established
(26 °C; pH 5.4). Particularly large chemical
shift changes, AWgg = 2-3 ppm, were de-
tected at the sugar C1’ and base C8 (A, G) or
C6 (C) carbons adjacent to the glycosidic
bond between the sugar and the base, pro-
viding strong evidence that the exchange
processes involve rotations of ~180° along
the glycosidic bond. This results in a conver-
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Fig. 5. Nucleic acid conformational plasticity can modu-
late function. (A) Sequence of Ag-DNA, which shows sig-
nificant local conformational exchange at the highlighted
AT (red) and G-C (blue) base pairs. Molecular structures of
Watson—Crick (G state) and Hoogsteen (E state) A-T (Upper)
and G-C (Lower) base pairs. Purine residues A and G un-
dergo an anti to syn conformational transition from G to E.
(B) Secondary structure and hydrogen-bonding partners in
G and E states of the HIV1 TAR apical loop. A pair of
noncanonical A-C and G-U base pairs is formed in E.

sion of A or G from an anti (G state) to a syn
(E) conformation. The magnitude, direction
and location of the changes in chemical
shifts, as well as the thermodynamics of the
conformational exchange event, led to the
assignment of the excited state as one wherein
the canonical Watson-Crick base pairing
between A-T and G-C was replaced by a
Hoogsteen base pair (Fig. 5A) (49).

The existence of Hoogsteen base pairs was
verified by trapping the noncanonical base
paired excited state using modified bases, N1-
methylated adenine (A-T) or guanine (G-C)
at the CA/TG step. The chemical shifts ob-
served for the modified DNA duplexes were
in good agreement with predictions based on
analysis of the R;, RD data, providing strong
evidence that these modified oligonucleotide
sequences are faithful structural mimics of
the excited state. The presence of Hoogsteen
base pairing was further confirmed by anal-
ysis of distances in NOE datasets recorded on
these mimics (49).

The detection of Hoogsteen base pairing
has brought to light the conformational
flexibility inherent in free DNA. It appears
that the DNA sequence codes for alternate
low-lying excited-state conformations that
may be specifically recognized by proteins.
Hoogsteen base pairs are known to be rec-
ognition motifs for several enzymes and

transcription factors (50, 51), and they in-
troduce distortions into DNA topology (51,
52) and expose DNA surfaces that are dis-
tinct from those in a Watson-Crick structure.
The fact that the same linear sequence con-
verts between distinct conformations that
may be important in protein-nucleic acid
recognition, provides an additional layer of
regulation of these biomolecular interactions.

Regulation of RNA Function Through
Dynamics

RNA molecules organize into 3D structures,
dictated to a large extent by nucleotide se-
quence. As with DNA, described above, the
sequence-structure relationship for RNA is
complex, because these molecules can adopt
a variety of different conformations that, in
turn, dictate biological function. Al-Hashimi
and coworkers have recently developed an
elegant approach for obtaining atomic level
descriptions of sparsely populated, transiently
formed RNA conformations using a com-
bined NMR, mutagenesis, and structure-
prediction approach (53).

One application of the methodology is
provided by studies of the HIV-1 trans-
activation response element (TAR) using 3c
R;, RD (53). Fits of the dispersion data were
consistent with a two-site conformational
exchange process that converts the ground
state to a higher-energy conformer that has
a fractional population of 13% and a lifetime
of ~45 ps. The structural properties of the
excited state could be elucidated on the basis
of °C chemical shifts extracted from analysis
of the RD profiles that are sensitive re-
porters of sugar pucker, base stacking, and
syn vs. anti glycosidic bond angles. The or-
ganization of this excited state features two
noncanonical base pairs between U31-G34
and C30-A35 with the G34 base in a syn
conformation (Fig. 5B). Notably, the excited-
state structure was predicted to be the sec-
ond-lowest energy conformation of the RNA
fragment studied (after the ground state)
using the secondary structure prediction
program, MC-Fold (54). The excited state
was stabilized by mutating either C30 to U or
A35 to G, thereby converting the non-
canonical C30-A35 interaction into a canoni-
cal Watson-Crick base pair. The stabilized
sequence could then be studied by conven-
tional NMR methods, with the observed
chemical shifts in good agreement with those
of E obtained indirectly via RD, thereby val-
idating the structure of the excited state.

The structure of E has important impli-
cations for function. Because key recogni-
tion residues (C30, U31, G34, and A35) are
sequestered by forming base pairs, the ex-
cited state cannot bind viral transactivator
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protein Tat and human cyclin T1 that acti-
vate transcription of the HIV-1 genome (55).
Moreover, the GeE equilibrium can be
shifted to the inactive state (E) by a number
of proteins that are known to bind to the
TAR apical loop or by lowering the pH (53).
Understanding conformational dynamics
may, therefore, lead to the development of
new anti-HIV drugs that down-regulate
HIV-1 genome transactivation by stabiliz-
ing the excited state of TAR.

Excited states have also been detected for
the ribosomal A-site internal loop and the
HIV-1 stem loop 1 using analogous methods
to those described for TAR (53). Although
a quantitative description of transient nucleic
acid structure is only just emerging, it is clear
that the conformational plasticity that has
recently been observed and characterized in
fundamental structural elements of RNA
may well play an important role in mediating
important biological functions including pro-
tein recognition, gene expression/regulation,
and catalysis (53).

Interplay Between Conformational
Selection and Induced Fit

Calmodulin (CaM) is a universal eukaryotic
Ca**-sensing messenger protein that has
been studied extensively by a large number of
different biophysical methods (56). Ca*-
loaded CaM (CaM-4Ca®") exists in an ex-
tended conformation (57) that transforms
into a highly compact structure when bound
to target proteins (Fig. 6 A and B) (58). The
structural plasticity of this important mole-
cule has been explored by using PREs to
detect and visualize transiently populated
conformations in different ligated states of
the protein (59). Paramagnetic nitroxide spin
labels were conjugated to Cys residues sub-
stituted in four different positions on CaM,
and PREs were measured on the metal-free
(apoCaM) and loaded states and in the
presence and absence of myosin light chain
kinase peptide (MLCK). Interdomain PREs
were observed for both apoCaM and CaM-
4Ca”*, implying that both forms of CaM
transiently sample compact conformations.
The measured PREs were used to guide a
simulated annealing computation to visualize
the structures of these sparsely populated
states (Fig. 6C). Notably, the corresponding
structures of CaM-4Ca** include many con-
formers that are similar to those adopted by
substrate-bound CaM-4Ca** (compare Fig. 6
B and C). In contrast, a similar analysis
shows that the ensemble of apoCaM
structures is distinct and does not overlap
with the peptide bound state (59). The direct
visualization of conformationally excited
states of various forms of CaM suggests
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Fig. 6. Compact transient conformations in the Ca®*
sensor signaling protein calmodulin. (A) Structures of
CaM-4Ca®* (green) (PDB ID code 1CLL) and CaM-4Ca®*
bound to MLCK peptide (blue) (PDB ID code 1CDL). (B)
Superposition of the structures in A best fit to the
N-terminal (Left) or C-terminal (Right) domains. Structures
of 26 other peptide-bound structures of CaM-4Ca®* are
best fit in similar ways and shown superimposed as
atomic probability density maps in gray. (C) Atomic
probability density maps of the compact excited-state
conformations of CaM-4Ca®* shown at contour levels
ranging from 0.1 (blue) to 0.5 (red) and best fit to the
N-terminal (Left) or C-terminal (Right) domains of free
CaM-4Ca®* (dark green). The corresponding density
maps of the major state, which lacks significant inter-
domain PREs, are shown in gray at a contour level of 0.1.
[Adapted with permission from ref. 59 (Copyright 2011,
American Chemical Society).]

a recognition mechanism whereby Ca**
activates CaM for binding target peptides by
modifying both local structure, as well as
interdomain interactions, biasing some of the
conformations toward those that are primed
for peptide binding. This adds yet another
degree of complexity to the ways in which
CaM recognizes its targets, emphasizing the
interplay between induced fit and confor-
mational selection (59).

Applications to Other Transient
Conformers
The energy landscape of a biomolecule is
shaped largely by its primary sequence but
also by binding partners, cofactors, and
substrates, and there is increasing evidence of
the importance of thermally accessible ex-
cited states that reside on this landscape in
guiding biomolecular function. We have
focused on only a few examples above, em-
phasizing cases where atomic-resolution
structures are obtained from NMR relaxation
data. Many other important examples of
where NMR relaxation methodologies have
been used in insightful ways, albeit without
obtaining detailed structures of the tran-
siently formed states that are implicated in
function, have been described in the litera-
ture, and important lessons are emerging.
Detailed NMR studies have shown that
at least in one case virtually every stage of

enzyme kinetics, including the catalytic step,
benefits from sparsely populated states on the
energy landscape. Conformational fluctua-
tions of dihydrofolate reductase (DHFR) to
low-lying excited states have been shown to
channel the enzyme through its functional
cycle and to facilitate substrate/cofactor
binding, product release, and transition-state
formation (60, 61). In this enzyme system,
each intermediate in the catalytic cycle pop-
ulates excited states that resemble preceding
and/or succeeding intermediates, suggesting
that ligand binding and release is guided via
a conformational selection mechanism. In
addition, thermal fluctuations in DHFR
promote the structural changes necessary for
transition state assembly and, thereby, me-
diate the catalytic hydride transfer step (62).
Functionally important excited states have
also been identified in various enzymes, such
as adenylate kinase (63), cyclophilin A (64),
RNaseA (65), HIV-1 protease (66), and tri-
osephosphate isomerase (65), with transition
rates matching catalytic turnover numbers,
providing evidence that conformational ex-
change plays an important role in regulating
the rate of product formation for many of
these enzymes. Some enzymes, such as
cyclophilin A, exhibit fluctuations in the ab-
sence of substrate, indicating that their dy-
namics predispose them toward a functional
form. In contrast, for other enzymes, such as
DHER (60) and DNA pol p (67), fluctuations
appear or disappear in direct response to a
modulation of the energy landscape by sub-
strates and cofactors.

The stability of low-lying excited states can
be modulated in a number of different ways
to achieve downstream regulation of func-
tion. Proteins in signal transduction cascades
are often activated by a population shift
mechanism, whereby a physical or chemical
signal switches the position of a preexisting
equilibrium in favor of the active state. For
instance, the native state of the blue light-
sensing Avena sativa LOV2 domain inter-
converts with a low-populated conformer
that resembles the light-activated state of the
protein (68). Irradiation of LOV2 with blue
light stabilizes the excited state and inverts
the populations of interconverting confor-
mations, leading to activation. Similarly,
phosphorylation of the N-terminal receiver
domain activates the nitrogen regulatory
protein (NtrC) from Salmonella typhimurium
by initiating a large conformational change
that exposes a hydrophobic surface respon-
sible for downstream signal transmission
(69). NMR RD measurements, however,
show that such an activated state is present
even in the absence of phosphorylation, al-
beit at a low level (69). In a dramatic recent
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example that has implications for new strat-
egies for drug discovery, it was demonstrated
via a combined NMR RD and calorimetry
study that allosteric regulation can be effected
via transiently populated conformational
states (70). In the absence of the nucleotide
c¢GMP, a mutant catabolite activator protein
(CAP¥) transiently populates an excited state
that is active in the sense that it binds DNA,
whereas the ground state remains inactive.
Thus, CAP* is able to bind DNA (via its
DNA-binding domains) despite the fact that
the ground-state conformer is DNA binding-
incompetent. Addition of cGMP that binds
to a separate region of the protein abrogates
DNA binding by eliminating the excited state
without altering the structure of the ground
conformer.

Transiently formed encounter complexes
are important intermediates in molecular
recognition events. They have been de-
tected in PRE studies, focusing on the bind-
ing of the HOXD9 homeodomain to a 24-bp
double-stranded DNA with a single protein-
specific binding site (71) and in RD mea-
surements where they are on pathway in
the coupled binding and folding of the in-
trinsically disordered pKID domain in the
presence of the partner KIX protein (72).

In addition to modulating protein func-
tion, low-lying excited states can play im-
portant roles in misfunction as well, as
suggested by RD studies of the Fyn SH3
domain (18) described above. Excited states
are thought to play a role in a number of
debilitating diseases by functioning as poten-
tial starting points for protein self-assembly.
For example, the aggregation of trans-
thyretin (TTR) causes senile systemic amy-
loidosis and familial amyloid polyneuropathy
(73). Dissociation of the tetrameric two-sheet
B-sandwich TTR into a monomeric form and
subsequent misfolding of the monomer has
been postulated as the mechanism leading to
its amyloid fibril formation (74). A mono-
meric variant of TTR has now been shown
by RD NMR to transiently populate an in-
termediate state characterized by structural
fluctuations in one of the sheets, suggesting
that amyloid formation in this case may oc-
cur by partial rather than global unfolding
(75). Transiently populated states have also
been observed in the cataract-causing Opj
variant of yS-crystallin, a structural protein in
the eye lens (76).

Future Perspectives

As described above, it is now possible, at least
in some cases, to determine the atomic res-
olution 3D structures of biomolecular excited
states. These studies will ultimately benefit
from combining NMR with other biophysical
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methods. For example, central to the success
of the described NMR approaches is the
continuously growing power of computation,
coupled with improved structure determi-
nation algorithms (15, 16, 77, 78). In fact,
translation of chemical shifts into 3D struc-
ture using database approaches and sparse
experimental restraints has only become
possible in the past few years. The growth in
computational power has also led to im-
pressive increases in sampling times in mo-
lecular dynamics simulations, so that rare
events can be studied by computation (79).
Millisecond-timescale molecular dynamics
(MD) simulations of small protein domains
in explicit solvent are now possible, and these
trajectories provide a powerful framework to
analyze NMR RD data in terms of the
structures that are formed along pathways
and that lead to biochemical function (80,
81). Equilibrium simulations of the native
state of bovine pancreatic trypsin inhibitor
protein (BPTI), establishing the existence of
thermally accessible transiently populated
states (82), have already been cross-validated
with NMR data. Reasonable agreement be-
tween calculated amide '°N chemical shifts of
the conformers observed in MD and shifts
measured from R;, measurements has been
observed (83), although the experimentally
derived populations of the minor states of
BPTT are still not reproduced by simulation.
It is likely that the synergy between experi-
ment and computation will only become
stronger as long-time scale simulations be-
come more common.

Although the majority of NMR and com-
putational applications have focused on rel-
atively small protein systems, with time, size
barriers are becoming less problematic. For
example, RD NMR studies have been per-
formed on the ClpP protease (84), a 300-kDa
double-ring structure, as well as the 670-kDa
proteasome, using '*CHj-labeled methyl
groups in an otherwise highly deuterated
environment (85). These measurements take
advantage of experiments that preserve a
large fraction of the NMR signal, protecting it
from the relaxation losses that are normally
catastrophic for large biomolecules. In other
studies of supramolecular systems, "°N-based
CEST experiments have been used to quan-
tify the mechanism of exchange between

AP monomers and fibrils (>1 MDa), facil-
itating the extraction of structural proper-
ties of the AP peptide in the bound state
(10). The continued development of solid-
statet NMR methodologies will provide
additional promising approaches for studies
of transiently populated states, alleviating
some of the size requirements that can limit
solution applications (86, 87).

In addition to the advances in NMR de-
scribed above, there have also been innova-
tions in other experimental areas that have
contributed substantially toward our un-
derstanding of the role of biomolecular fluc-
tuations at an atomic level. For instance,
ambient-temperature X-ray crystallography
(88) has emerged recently as a powerful
probe of sparsely populated protein con-
formations. In this approach, room-temper-
ature X-ray diffraction datasets are analyzed
using an algorithm that scans the electron-
density specifically for alternate protein side-
chain conformations that were not modeled.
As a landmark illustration of the power of
this technique, minor conformations in
regions of cyclophilin A that were observed
to be dynamic by solution NMR methods
were detected using X-ray data acquired at
room temperature, providing a structural
rationalization of the NMR data (5). Notably,
these additional states could not be observed
from analysis of datasets recorded at cryo-
genic temperatures. Other exciting method-
ologies beyond the scope of review here
include studies of transiently formed states by
Laue diffraction methods (89) and single-
molecule florescence approaches (90).

It is evident that structural studies of the
native state of a biomolecule are merely the
starting point in a larger quest to understand
function. Further NMR measurements of the
sort described here, along with insight from a
large spectrum of different biophysical tech-
niques, will lead to a more complete descrip-
tion of how these fascinating molecules carry
out the myriad of important tasks that they
perform and, importantly, how their activities
can be modulated in a rational manner.
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