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SI Materials and Methods
Ubiquitin Sample Preparation. [U-15N, 13C] ∼50% 2H ubiquitin was
overexpressed in Escherichia coli grown in 70% D2OM9 minimal
media with 13C glucose and 15NH4Cl as the sole carbon and
nitrogen sources and purified as discussed in the literature (1).
Each 0.5-mL sample consisted of ∼1.5 mM protein dissolved in
20 mM sodium acetate, 10 mM NaCl, 2 mM EDTA, 2 mM
NaN3, and 2 mM tryptophan, pH 5.0. Four samples were used in
total with varying D2O and glycerol concentrations (D2O, %;
glycerol, %): (10; 0) (10; 25), (35; 0), (35; 25).

Additional Details on Diffusion Measurements. The diffusion coef-
ficients of the probe molecules in 200 mg/mL BSA, used to
construct the molecular ruler of Fig. 4, were measured using
pulsed field gradient (PFG) NMR methods (2) as outlined in
Materials and Methods. Because the spectra for 10 out of the 11
probes were not isotope-edited (the exception being datasets of
the 15N-labeled FF domain), resonances arising from BSA can
overlap with those of the probe molecules in the aliphatic (0.5–
4.0 ppm) and aromatic/amide (6.5–10.5 ppm) regions of the
spectrum. To minimize systematic errors in the measurement of
probe peak intensities in BSA, we used a spin-lock-based T2 filter
(3) at the beginning of the water-suppressed longitudinal en-
code–decode pulse sequence (4). The spin-lock module was
implemented using a weak 1H radiofrequency field (2–4 kHz) for
a duration of 40 ms immediately following the first excitation 90°
pulse. The offset for the spin-lock field was chosen based on the
particular probe molecule. BSA resonances were entirely de-
phased during this period. The spin-lock T2 filter does lead to
a loss in spectral sensitivity for each probe, the extent of which
depends on the probe size. This loss is problematic only for the
H13 DNA (400 μM) (5), and thus the spin-lock filter was not
used in this case. In addition to the spin-lock module, resonances
removed from BSA peaks were chosen where possible for dif-
fusion analysis. For instance, the anomeric protons resonating at
∼5.4 ppm were used to obtain diffusion constant estimates for
sucrose, raffinose, stachyose, and H13 DNA.

Details on NMR Dynamics Measurements. Backbone 15N R1 and R1ρ
rates, measured with enhanced sensitivity based pulse schemes
(6), were used to estimate the overall rotational correlation time
(τR) of ubiquitin. In this study the rotational diffusion tensor of
ubiquitin was assumed to be isotropic (i) because detailed NMR
relaxation studies have shown that it is only slightly anisotropic
Dpar/Dperp = 1.17 (7) and (ii) our goal is to quantify dynamics of
Asn, Gln, Arg, and methyl-containing side chains where the
appropriate bond vectors are dynamic and not well described by
the orientations in a static structure. The τR values for ubiquitin,
25 °C, without and with 25% (vol/vol) glycerol are 5.58 ± 0.02 ns
and 14.4 ± 0.02 ns, respectively.
Methyl 2H R1, R2 rates of 13CH2D methyl groups in frac-

tionally deuterated ubiquitin were measured using previously
described experiments (8) and analyzed using the Lipari–Szabo
(LS2) model (9), where local motion is described by two pa-
rameters: S2axis, which quantifies the amplitude of motion of the
methyl threefold axis, and τf, the timescale of the dynamics.
Details of the analysis are as published previously (8).
Side-chain dynamics of Asn, Gln 15NHD, and Arg 15Ne

–He

moieties were studied by measuring 15N spin relaxation rates, R1
and R1ρ, and

1H–
15N NOEs using samples prepared with 35%

D2O/65% H2O (15NHD) and 10% D2O/90% H2O (Arg). Pulse
schemes were identical to those used for the backbone amides

(6). In the case of Asn/Gln the analysis included contributions
from both 1H–

15N and 2H–
15N one-bond dipolar interactions.

15N chemical shift anisotropy values and amide N–H or N–D
bond vector lengths of Δσ = −164.4 ppm, r = 1.02 Å (10, 11) and
−114.0 ppm, r = 1.04 Å (12) were used in the analysis of the Asn/
Gln and Arg data, respectively. Relaxation data were analyzed
with an extended Lipari–Szabo (LS3) (13) model in which
a single-order parameter S2f is used to describe the assumed in-
finitely fast local motion along with S2s and τS for the slower (100 s
of picoseconds to several nanoseconds) timescale motion. All
analyses were performed using the program Dasha (14), supple-
mented with in-house written Matlab scripts. For the analysis of
the side-chain relaxation data τR was set to the value obtained
from the backbone amide R1, R1ρ rates (15).
Order parameters and effective correlation times are plotted in

Fig. S1 for ubiquitin in aqueous and 25% (vol/vol) glycerol
buffers.

SI Text
Analysis of the I–N Transition as a Two-State Conformational
Exchange Process. In the analysis described in the text and in
a previous paper (16), establishing that the frictional forces
originating from random solvent fluctuations play a dominant
role in FF domain folding, we have assumed that the inter-
conversion between I and N states (17) can be well approximated
by a two-state transition. The exchange rates isolated from fits of
NMR relaxation dispersion profiles assuming this simple model
of exchange have subsequently been used in concert with the
Kramers equation in the high-friction limit (Eqs. 1 and 2 in the
main text) (18, 19) to calculate the effective hydrodynamic radius
(EHR) of the I–N transition. In what follows we justify the use of
a two-state exchange model to describe the I–N interconversion
through a comparison between experimentally derived exchange
parameters and those obtained on the basis of computations (see
below) and then discuss how a more complex exchange process
might modify the conclusions of this work.
We first consider comparative bootstrap analyses (20) of ex-

perimental and simulated data, where the latter is explicitly two-
state, to show that the distributions of exchange parameters (pI,
the fractional population of state I, and kex) obtained in fits of
the experimentally derived dispersion profiles are consistent with
a two-state exchange process. Simulated ideal two-state datasets
(R2,eff,sim vs. νCPMG) have been constructed for each viscogen
concentration (glycerol or BSA) as follows. Values of R2,eff at
each concentration (R2,eff,fit), obtained from global fits of ex-
perimental R2,eff rates (R2,eff,expt) to a two-state model, have been
used to construct simulated datasets by the addition of Gaussian
noise scaled by the error in R2,eff,expt (σR2) as follows:

R2;eff ;sim  =  R2;eff ; fit  +  σR2 * hð0; 1Þ;

where h(0,1) is a random number from a Gaussian distribution
with a mean of 0 and a variance of 1. The R2,eff,sim(νCPMG) pro-
files so obtained are ideally two-state because they were generated
by numerically propagating the Bloch–McConnell equations
(21) for two-state exchange (using the in-house program CATIA,
http://pound.med.utoronto.ca/software.html). Subsequently, we
have used a bootstrap analysis of the resulting dispersion data-
set, comprising, say, m profiles (one for each “residue”) each
with n νCPMG values [details are given in supporting informa-
tion of Sekhar et al. (16)]. The ‟residues” chosen are those for
which dispersion data are obtained at each viscogen concentration
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(see below). A series of 1,000 trial datasets are generated, whereby
each of the n R2,eff,sim values in each of the m profiles is selected
randomly an arbitrary number of times, such that the total number
of R2,eff points in each dispersion profile is kept constant. Note
that in a given trial dataset each of the dispersions is gener-
ated in a similar manner so that R2,eff,sim point j, 1≤ j≤n, is
either kept or replaced in each of the profiles. The 1,000 datasets
so generated are globally fit to a two-state model of exchange to
extract pI and kex. Subsequently the procedure was repeated for
the experimental data, using R2,eff,expt values rather than R2,eff,sim
rates, and the resultant distributions of (pI,kex) plotted in Fig. S2
for various glycerol and BSA concentrations. Note that the dis-
tributions obtained for experimental and simulated data are very
similar and the mean kex values are identical within error, in-
dicating that a third state, if present, does not significantly affect
the experimental exchange rate constants as a function of visc-
ogen concentration.
The simulated and experimental bootstrap datasets described

above were also fit on a single residue basis to a two-state ex-
change model. Distributions of kIN and kNI for residues of the FF
domain, both in the absence and in the presence of glycerol or
BSA, are shown in Figs. S3–S5. The experimental and simulated
distribution profiles for each residue are very similar, arguing
again that the I–N interconversion can be well modeled as a two-
site exchange process. A more complex exchange mechanism,
involving additional states, would result in considerably larger
differences in (pI,kex) experimental distributions across the dif-
ferent residues because of residue-specific chemical shift differ-
ences in the additional states, as observed previously in studies of
conformational exchange of the Fyn SH3 domain (17, 22). The
relatively narrow distributions of single-residue kIN and kNI val-
ues in the experimental datasets both in the absence and in the
presence of viscogen as well as the similarity of distributions in
experimental and simulated datasets justifies the analysis of the
relaxation dispersion data in the context of a two-site exchange
model. It does not, however, prove that the exchange is in fact
two-state (see below).
Support for the robustness of the two-state model of chemical

exchange is obtained from the ΔϖIN values generated from fits of
experimental Carr–Purcell–Meiboom–Gill (CPMG) relaxation
dispersion data recorded using different viscogen concentrations
because chemical shifts are independent parameters not con-
strained during the fitting procedure. Values of ΔϖIN from fits of
profiles measured on samples with the highest concentrations of
glycerol or BSA show very good correlations with values ob-
tained in the absence of viscogen (Fig. S6), confirming that the
dispersion measurements probe conformational fluctuations
between the same set of states.
The above bootstrap and chemical shift analyses indicate that

our CPMG dispersion data can be explained in the context of
a two-state model. This does not prove that additional states are
not present along or off the I–N pathway. Our measurements
cannot discern the presence of states with fractional populations
lower than ∼0.2% (see below) and/or that are in fast exchange
on the chemical shift timescale with I or N. In particular, if there
are structurally distinct states in fast exchange with I, then the I
state will be averaged. However, there are indications that the I
state for the FF domain can be represented by a single structure.
First, it has been possible to create a mimic of the intermediate
state by truncating the C-terminal helix H4 of the FF domain,
and this mimic has a very similar structure to that of I [backbone
rmsd of ∼2Å (23)]. Second, order parameters for I derived from
chemical shifts are comparable to those of N for helices H1 and
H2 and a part of helix H3 (24). This suggests that the in-
termediate is not a dynamic average of several structures, but
may be faithfully represented by a single conformation.

Probing the Potential Contribution of a Third State. Fersht and
coworkers (25) have shown from stopped-flow fluorescence ex-
periments that the FF domain folds via an on-pathway in-
termediate, I, connecting native and unfolded (U) states. Under
the conditions of the NMR experiments reported here and
elsewhere (17, 24) the U state for the WT domain is present at
a sufficiently low fractional population so as to not appreciably
influence the dispersion profiles. Our data can therefore be well
analyzed on the basis of a two-state exchange model (reduced
χ2 = 0.8). A different scenario was observed for both the A17G
and Q19G mutants of the FF domain (17). Here, the dispersion
data could only be fit properly by including an additional state
that was subsequently established to be U on the basis of the
random coil chemical shifts obtained from analysis of re-
laxation dispersion profiles. Reduced χ2 values decreased from
2.7 and 1.4 for A17G and Q19G, respectively, when a two-state
analysis was performed, to less than 1 when a three-state model
was used. The minimum population of the U state was de-
termined to be 0.2% in these fits, with exchange rates, kex,
between U and I ranging from 4,000 to 20,000 s−1, depending
on the temperature. Thus, at least in this case with the ex-
change parameters listed above the presence of a third state
could be detected.
To get insight into whether the U state could influence the

results of the present study we have considered a series of sim-
ulations, assuming a three-state exchange model, U↔I↔N.
Hydrogen–deuterium exchange data recorded on the WT FF
domain provide an upper estimate of 0.2% for the fractional
population of U and we have used 0.1% in what follows. Values
for kex(I–N) and pI at each viscogen concentration (glycerol and
BSA) have been taken from two-state fits of experimental dis-
persion data (16), with kex(U–I) assumed to be 10,000 s−1 and
scaled with viscosity as for kex(I–N) such that the ratio kex(U–I)/
kex(I–N) is constant. Finally, ΔϖIN values used in simulations
were those obtained from fits of CPMG dispersion curves to
a two-state model in the absence of viscogen, whereas ΔϖUN
values were as reported for the Q19G mutant (17) because the
corresponding shift differences for the WT FF domain have not
been measured. Dispersion profiles were generated by numeri-
cally solving the Bloch–McConnell equations describing the ex-
change process (21) and Gaussian noise (SD corresponding to
2% of each R2,eff value) was added to each R2,eff rate. In this
manner a set of dispersion profiles was created with the same
number of “residues” as used in fits of the experimental data. A
different dataset was generated for each input kex(I–N), kex(U–I),
corresponding to different viscogen concentrations that were
used experimentally. A second set of simulations was also per-
formed in a manner similar to that described above but using
a model of two-site exchange.
Each of the datasets was subsequently fit using a two-site ex-

change model following an identical approach to that used in the
analysis of the experimental data. Values of kex obtained from
analysis of two- and three-state data for different viscogen con-
centrations are plotted in Fig. S7A. The correlation between the
two values is high with minimal systematic offsets. Thus, for the
exchange parameters considered here, only small errors in kex
are introduced when fitting three-site exchange data to the
simple two-site model. Next, viscosity-dependent kex values ob-
tained by fitting the two- and three-state exchange data to
a model of two-site chemical exchange were analyzed via the
Kramers equation, τi = (σ +η)/Ki, i e {I,N}, τI = 1/kIN, τN = 1/kNI
to extract internal friction values (Fig. S7 B–E). The σ values so
obtained from analysis of the two- and three-state datasets are
very similar. Using Ki and σ values extracted from fits of the τi vs.
η profiles from glycerol (two-state, Fig. S7D) we then evaluated
the extent to which ηprobe*/ηbuff values are affected by the pres-
ence of the small population of the U state. Values of ηprobe*/ηbuff
were obtained as described in the text with the exception that the
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simulated data of Fig. S7 C and E were used. Briefly, kIN and kNI
that were generated from simulated two-state and three-state
exchange data, 200 mg/mL BSA (Fig. S7 C and E), were used
along with Ki and σ values (see above) to calculate ηprobe*/ηbuff =
1.28 ± 0.10 (two-state exchange) and 1.22 ± 0.10 (three-state
exchange). These small differences have little effect on calcu-
lated EHR values for the I–N transition (Fig. 4).

In summary, the two-state exchange model used to fit exper-
imental CPMGdispersion profiles is the simplest that can account
for our data. As with all fitting, it is not possible to prove that the
chosenmodel is correct. However, the three-state interconversion
considered here that includes a low-populated U state leads to
very small changes in ηprobe*/ηbuff that do not affect any of the
conclusions of the present work.
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Fig. S1. Solvent viscosity has a very small effect on protein side-chain picosecond–nanosecond (ps–ns) timescale dynamics. (A) Comparison of ubiquitin side-
chain S2 values obtained from analysis of 13CH2D

2H (methyl 2H, red) and 15N (NHD, Asn/Gln, green; Ne
–He Arg, blue) relaxation data recorded in aqueous buffer

(0% glycerol) and buffer that includes 25% glycerol (increase in macroscopic viscosity of ∼2.5). Values of S2axisand S2 = S2s × S2f are plotted for methyl groups and
side-chain NHs, respectively. (B) Ratio of τf (methyl) and τS(side-chain

15N) values obtained from analysis of data recorded with and without glycerol. Values of τ
increase on average by a factor of ∼1.3 despite the 2.5-fold increase in solvent viscosity indicating that side-chain motions are only slightly influenced by the
increased solvent viscosity.
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Fig. S2. Distributions of (pI,kex) for various (A and B) glycerol and (C and D) BSA concentrations. Distributions were obtained by a bootstrapping analysis
involving (A and C) experimental or (B and D) simulated data and fitting the resulting datasets globally to a model of two-state conformational exchange.
Ideal two-state simulated data (B and D) were obtained as described in SI Text.
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Fig. S3. Distributions of kIN [= (1 − pI)*kex] and kNI (= pI*kex) obtained in the absence of viscogen. Distributions were obtained by a bootstrapping analysis of
(A) experimental or (B) simulated data and fitting the bootstrapped datasets on a per-residue basis to a model of two-state conformational exchange. Ideal
two-state simulated data for B was obtained as described in SI Text.
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Fig. S4. Distributions of kIN [= (1 − pI)*kex] and kNI (= pI*kex) obtained in the presence of 20% (vol/vol) glycerol. Distributions were obtained by a boot-
strapping analysis of (A) experimental or (B) simulated data and fitting the bootstrapped datasets on a per-residue basis to a model of two-state confor-
mational exchange. Ideal two-state simulated data for B was obtained as described in SI Text. The seven residues chosen are those for which experimental
dispersion data are available over all glycerol concentrations examined.
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Fig. S5. Distributions of kIN [= (1 − pI)*kex] and kNI (= pI*kex) obtained in the presence of 200 mg/mL BSA. Distributions were obtained by a bootstrapping
analysis of (A) experimental or (B) simulated data and fitting the bootstrapped datasets on a per-residue basis to a model of two-state conformational ex-
change. Ideal two-state simulated data for B was obtained as described in SI Text. The seven residues chosen are those for which experimental dispersion data
are available over all BSA concentrations examined.
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Fig. S6. Correlation of 15N ΔϖIN values obtained from global fits of relaxation dispersion curves acquired at 11.7 and 18.8 T and measured using samples
dissolved in buffer (buf) and in (A) 25% (vol/vol) glycerol (gly) or (B) 200 mg/mL BSA. A two-state model of conformational exchange was used in all analyses.
The solid line is y = x. Data for this figure is from Sekhar et al. (16).
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Fig. S7. (A) Correlation plot of kex values obtained from fitting simulated two-state and three-state data to a two-state model of conformational exchange. Simulated
data were constructed as described in SI Text. The solid line is y = x. Viscosity-dependent lifetimes of the intermediate (τI = 1/kIN) and native states (τN = 1/kNI) in (B andD)
glycerol and (C and E) BSA obtained by fitting simulated three-state (B and C) and two-state (D and E) relaxation dispersion data to a two-state model of chemical
exchange. Solid lines are fits of the data to a Kramers equation of the form τi = (σ + η)/Ki, i e {I,N}.
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Fig. S8. Intensity decays observed in PFG NMR diffusion spectra as a function of the square of the gradient strength in the absence (red) and presence (blue)
of 200 mg/mL BSA for (A) water, (B) ethylene glycol, (C) acetate, (D) glucose, (E) raffinose, (F) stachyose, and (G) H13 DNA (5). The intensities are normalized to
the value at the first gradient strength (I0). Errors in the data (vertical bars) were estimated by acquiring duplicate points at selected gradient strengths and, if
not visible, are smaller than the circles denoting the data. Solid lines are fits of the data points to a single exponential decay curve (Eq. 3). A wider range of
gradient strengths was used for H13 DNA because of its larger size and hence slower diffusion than that of the other probe molecules.
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Table S1. RH values calculated for each probe from PFG
measurements (Eq. 5)

Probe RH,
† Å No. of resonances used‡

Water 1.12 ± 0.01 1
Acetate 2.24 ± 0.01 1
Ethylene glycol 2.05 ± 0.01 1
Dioxane 2.12 ± 0.02 1
Glycerol 2.58 ± 0.01 1
Glucose 3.5 ± 0.2 2
Sucrose 4.50 ± 0.08 4
Raffinose 5.3 ± 0.3 5
Stachyose 5.9 ± 0.1 4
H13 DNA 8.9 ± 0.5 4
FF domain 13.0 ± 0.3 10

†RH values match well with measurements made in literature where avail-
able (1–5).
‡Diffusion constants used in the calculation of RH were based on averages
over the number of peaks indicated.
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